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ABSTRACT

Preferences must be constructed at least some of the time. This,
by itself, is not problematic for rationality. At issue is whether
the construction is done in a reasonable manner. The common
view is that preference construction violates coherence principles
that are basic requirements of rational choice. However, traditional
coherence principles are static and implicitly assume that the choice
context provides no relevant information. In lab experiments, de-
cision makers often evaluate or choose between options that are
unfamiliar or even fictitious, and they may look to the context
for choice-relevant cues that help them update their beliefs and
construct their preferences. We review evidence that a number of
apparent “biases” in decision making stem from adaptive sensitivity
to subtle contextual cues. These context effects are dynamically co-
herent, in that preference-updating is coordinated with reasonable
context-dependent belief-updating. This perspective on preference
construction not only provides a different view of the psychology
and rationality of decision making, it also suggests a different
approach to choice architecture. Whereas the traditional nudge
approach tries to engineer specific decision outcomes, often by
rerouting apparent biases so that they point in desirable directions,
the present approach seeks to facilitate processes in order to help
people make rational decisions.
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Figure 1: Adapted from Shepard (1990).

Are people poor decision makers (DMs) who need help with satisfying
their “true preferences”? Many behavioral decision researchers have argued
for decades that decision making behavior is systematically biased (Gilovich
et al., 2002; Kahneman and Tversky, 2000; Shafir and LeBoeuf, 2002) and
“predictably irrational” (Ariely, 2009). These claims have motivated recent
proposals that governments and businesses should “nudge” individuals to help
them make better choices – choices that the individuals themselves would
make if they were not systematically biased (Thaler and Sunstein, 2008). The
leading proponents of nudges advocate a program of “libertarian paternalism.”
The idea is that “choice architects” should design choice environments that
render certain options (those identified by the choice architect as best for the
DM) more likely to be chosen, while at the same time making it easy for the
DM to choose differently if desired. Not surprisingly, many critics of “classic”
paternalism have also criticized libertarian paternalism (e.g. Glaeser, 2006).

In this article, we outline a different perspective on the psychology and
rationality of decision making, and we consider its implications for choice ar-
chitecture. This new perspective highlights the subtle but choice-relevant cues
that are contained in many decision environments, and recasts several apparent
biases as products of adaptive cue-sensitivity. It also suggests guidelines for
non-paternalistic forms of choice architecture.
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To introduce this alternative view, we begin where Thaler and Sunstein
began Nudge. They opened their first chapter (“Biases and Blunders”) with
Shepard’s (1990) famous table illusion (Figure 1). The reader is invited to
“suppose that you are thinking about which [table] would work better as a
coffee table in your living room,” and to estimate the dimensions of the tables
(p. 17). People reliably perceive the left table top to be longer and thinner
than the one on the right, even though they are the same size on the page.
Thaler and Sunstein conclude that “your judgment in this task was biased, and
predictably so. [ . . . ] Not only were you wrong; you were probably confident
that you were right” (p. 18). The table illusion is said to “capture the key
insight that behavioral economists have borrowed from psychologists”: Despite
the mind’s impressive abilities, we can be easily fooled in simple situations, and
thus “our understanding of human behavior can be improved by appreciating
how people systematically go wrong” (p. 19).

We agree with Thaler and Sunstein that the table illusion captures a
psychological insight that has important applications to behavioral economics.
But we believe that the illusion’s deep lesson is quite different from the one
that they draw.

What is left unsaid in Nudge is why people perceive the left table as
longer and thinner. The explanation is simple and instructive. The visual
system’s central challenge is to solve the “inverse problem”: Given the limited
information in the (2D) retinal array, what configuration of objects in the
(3D) world is most likely to have caused it? Because the purpose of the visual
system is to help us navigate in the 3D world (and not to show us what our
retinas look like), it is the likeliest 3D interpretation of the retinal input that
we should see. And because retinal inputs are ambiguous (e.g., a long line
far away and a short line nearby cast the same projection on the retina), the
visual system can only make a “best guess” about the configuration of objects
in the 3D world. Importantly, the visual system draws on contextual cues
within the image to construct this guess. In Figure 1, multiple cues conspire
to suggest that the long edge of the left table is receding into the distance,
and hence must be longer. That is, in a normal 3D world, the table projecting
the image on the left very likely would be longer and thinner than the table
projecting the image on the right. And since it’s probably the 3D table, not
the 2D image of the table, that you’ll be fitting into your living room, that’s
what you should see.

When you consider why it arises, it becomes clear that the table illusion
hardly illustrates shortcomings of our cognitive system. Instead, it showcases
its sophistication and adaptiveness. The fact that we perceive a 3D world
accurately (and rapidly, and without conscious reasoning) when our retinas
only receive ambiguous 2D information is nothing short of amazing. The (2D)
illusion helps us understand how the system gets things right, not wrong, in
the real (3D) world.
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Interestingly, Fine et al. (2003) describe a patient (MM) who perceives the
table tops in Figure 1 to be the same size. MM was blinded in an accident
at age 3, and regained vision forty years later through surgery. His long-term
visual deprivation makes it difficult for MM to interpret retinal images in 3D.
The fact that MM does not fall prey to the table illusion is indicative of an
impaired visual system, not an ideal one.

In this article, we argue that interpretations of people’s decision making as
biased and irrational are sometimes misguided in ways that are analogous to
the interpretation of the table illusion as indicating a shortcoming of the visual
system. In these cases, what appear to be violations of rational choice theory
turn out, upon closer inspection, to reflect adaptive responses to relevant
information in the choice context.

1 Preference Construction in Context

According to the standard behavioral view of decision making that motivates
nudges and libertarian paternalism, preferences are actively constructed in the
act of choice, and constructed preferences are systematically incoherent. While
these two claims – constructed preference on the one hand, and incoherence on
the other – are often conflated, it is important to distinguish them. First, there
is no normative requirement that a person have predetermined utility for every
possible object, event, or attribute. Second, preferences could be constructed
online in a manner that is consistent, unbiased, and satisfies relevant coherence
principles. Preference construction need not imply incoherence or irrationality.

In practice, however, the evidence indicating that preferences are con-
structed comes from violations of coherence principles (e.g., Slovic, 1995).
Framing effects, for instance, violate the principle of description invariance,
according to which logically equivalent descriptions should lead to identical
decisions (Levin et al., 1998). Similarly, default effects (Johnson and Gold-
stein, 2003) and other apparent preference reversals (Hsee et al., 1999) violate
procedure invariance, according to which different procedures for eliciting
preferences should yield the same ordering of options. And the attraction and
compromise effects (Huber et al., 1982; Simonson, 1989) violate the principle
of independence of irrelevant alternatives, according to which the ranking of
any two options should not be affected by the presence or absence of a third.
The pervasive context-dependence of human decision making is most naturally
explained by a constructive model, and it also runs afoul of widely accepted
principles of rational choice (Tversky, 1996).

These coherence principles, however, implicitly assume that the choice
context provides no choice-relevant information, whereas the context can in
fact provide information that would be irrational to ignore. Participants in
decision making experiments are often asked to evaluate or choose between



Constructed Preferences, Rationality, and Choice Architecture 341

options that they are unfamiliar with (and that are sometimes defined in
terms of attributes invented by the experimenter). When their knowledge is
incomplete, participants may look to the task “context” for relevant information,
and update their beliefs accordingly. These revised beliefs may in turn translate
into revised preferences. In the next section, we argue that, in the natural
ecology of decision making, various features of the choice context – including
the frame, the default, and the menu of available options – are typically cues to
choice-relevant features of the larger environment in which the choice problem
arises. As a result, rational decision making has much in common with optimal
perception. The subjective value of an option, like the perception of the
length of a line, should be sensitive to subtle contextual cues that are logically
ambiguous but probabilistically informative.

If patterns of context-dependent preference that have been taken as evidence
for irrationality are effects of adaptive cue-sensitivity, what are the implications
for “nudging” DMs? Consider again the table illusion. Without understanding
why the illusion occurs, we might be tempted to “nudge” the visual system to
avoid seeing it. Such an intervention would, of course, be misguided. (One
is reminded of the parable in which a monkey tries to “save” a fish from
“drowning”, but by doing so ends up killing it.)

But choice architecture is important, even in cases where human decision
making is approximately rational. The cues embedded in a choice problem,
like the cues in an image, can be valid, but they can also be misleading.
Furthermore, “inattentional blindness” (Mack and Rock, 1998) is as relevant to
decision making as it is to visual perception – in both domains, we are largely
blind to what we do not attend to. Thus, even a choice architect who rejects
paternalism, and who respects the DM’s capacity for rational choice, will think
carefully about precisely which information to convey and how, and about the
intended and unintended contextual inferences the DM is likely to draw. We
explore these implications in more detail later in the article. First, we review
empirical evidence for adaptive cue-sensitivity in preference construction.

2 Cues in the Choice Context

We have highlighted parallels between percepts and preferences. Both per-
ception and preference are fundamentally constructive, and in both cases the
constructive process is highly sensitive to subtle contextual features. In neither
case, however, does the constructive nature of the process imply incoherence,
systematic bias, or suboptimal performance. On the contrary, the working
assumption that constructive processes are approximately Bayes-optimal has
often proved productive in studies of visual perception (e.g., Kersten et al.,
2004; Knill and Richards, 1996). In this section, we argue that a kindred
analysis sheds valuable light on some familiar “biases” in decision making that
are widely viewed as “blunders.”
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In the table illusion (Figure 1), the legs and orientation of the tables may
seem to be mere “distracters” that prevent the visual system from functioning
well (Thaler and Sunstein, 2008, p. 18). For the vision scientist, they are
instead regarded as cues, within the image, that provide information relevant
to the likeliest 3D interpretation of other aspects of the 2D image (e.g., the
areas of the table tops). The decision scientist can ask a similar question:
What cues are available within typical “2D” descriptions of choice problems,
and what information might they convey about the larger “3D” world in which
the choice problem is likely to have arisen? In this section, we focus on three
contextual cues that are often available in the choice problems that people
face – the frame, the default, and the menu of options. These three cues are
normally correlated with relevant features of the larger environment, including
the distribution of options in the choice space and the opinions of the speaker
or the choice architect.

When contexts are informative, the relevant test of coherence is dynamic
rather than static (Sher and McKenzie, 2014). The critical question then is
not whether choices are invariant to frame, procedure, and menu (the static
test), but whether preference-updating is coherently coordinated with belief-
updating across contexts (the dynamic test). That is, do the effects of context
on choice match the combination of (1) the effects of context on beliefs and
(2) the effects of beliefs on preferences? In what follows, we show that some
well-known effects of frame, default, and menu – which violate the traditional
coherence principles of invariance and independence – satisfy the more nuanced,
and in our view more appropriate, test of dynamic coherence.

2.1 Cue 1: The Frame

Framing effects are said to occur when redescribing objects or outcomes in
equivalent ways affects behavior. Such effects violate description invariance,
a coherence principle that is widely regarded as “normatively unassailable”
(Tversky et al., 1990, p. 214). Based in part on framing effects in risky choice,
Tversky and Kahneman (1986) claimed that “no theory of choice can be both
normatively adequate and descriptively accurate” (p. S251). Because framing
effects are empirically robust, any descriptive theory must allow them, but if
framing effects are normatively unacceptable, no rational theory could allow
them. Hence, there can be descriptive theories, and there can be rational
theories, but never the twain shall meet.

There are different types of framing effects. One type, known as an
“attribute framing effect”, occurs when logically equivalent redescriptions of an
object or event along a single dimension affect behavior (Levin et al., 1998).
One frame is usually positive and one is negative, and people provide more
favorable ratings when presented with the positive frame. A medical treatment,
for instance, is viewed more positively when it is described as leading to a
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“90% survival rate” rather than a “10% mortality rate”. Attribute framing
effects have traditionally been explained by an associative account, in which
positive (negative) frames evoke positive (negative) associations, which in turn
color the event or object being framed (Levin, 1987; Levin et al., 1998).

It is now well-established, however, that a speaker’s choice of frame can
provide a choice-relevant signal (e.g., Sher and McKenzie, 2006). Speakers
do not select frames at random, but tend to describe something in terms of
how X it is if they perceive it as relatively X (i.e., as having a higher level
of X than it previously did or typically would have). For example, a 4 oz.
container with liquid at the 2 oz. line is more likely to be described as “half
empty” if it used to be full than if it used to be empty (McKenzie and Nelson,
2003). Similarly, a new medical treatment that leads to a higher survival rate
than the traditional treatment is more likely to be described in terms of its
survival rather than mortality rate. In this case, a speaker’s choice of frame
provides information regarding the efficacy of the treatment relative to relevant
alternatives.

The fact that a speaker’s choice of frame is a choice-relevant cue helps
explain why attribute framing effects occur – and suggests that at least some
framing effects are not irrational (for a rational account of risky choice framing,
see Mandel, 2014). “Listeners”, who receive frames, are justified in responding
differently to different frames when those frames “leak” relevant information.
Indeed, there is evidence that listeners often draw inferences from a speaker’s
choice of frame: a medical treatment is believed to be relatively efficacious
when its outcome is framed in terms of survival rather than mortality rate
(McKenzie and Nelson, 2003), a project is behind schedule when framed in
terms of time spent rather than time left (Teigen and Karevold, 2005), and a
basketball player is above average when his performance is described in terms
of the percentage of shots made rather than shots missed (Leong et al., 2017).
Recently, Leong et al. (2017) showed that listener inferences are sufficient to
generate attribute framing effects, and that blocking these inferences attenuates
the effects. Inferences are thus not mere epiphenomena, but play a causal role
in attribute framing effects.

In summary, attribute frames are informative cues, and their typical be-
havioral effects are dynamically coherent. It is not in general irrational to
respond differently to different frames. Indeed, to the extent that a speaker’s
choice of frame leaks choice-relevant information, it would be irrational not to
respond differently.

2.2 Cue 2: The Default

In some situations, a particular option must be imposed as a default if people
fail to make a choice. People in the US, for example, are not considered organ
donors unless they actively choose to be, or opt in. In some other countries,
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being an organ donor is the default and people must actively opt out if they
wish not to be donors. Johnson and Goldstein (2003) showed that countries
with “organ donor” as the default had much higher effective consent rates than
countries with “not an organ donor” as the default. Default effects have been
documented in many choice domains. For instance, employees are much more
likely to participate in a retirement plan when participation is the default
(Madrian and Shea, 2001).

Why are people so strongly influenced by defaults? People are undoubtedly
affected by the cost of opting in or out. But that seems unlikely to be the
whole story, since the costs are typically small (and sometimes trivial), and
default effects are found even when holding switching costs constant (Johnson
and Goldstein, 2003). While a number of factors may contribute to default
effects, there is evidence that DMs perceive a policymaker’s choice of default
to be informative (McKenzie et al., 2006; see also Tannenbaum et al., 2013). In
particular, DMs perceive defaults as implicit recommendations. In one study,
some participants were told that policymakers had decided to make “organ
donor” the default, while others were told that policymakers had decided to
make “not an organ donor” the default. Participants in the “organ donor”
condition were more likely to infer that the policymakers thought it was a
good idea to be an organ donor and that the policymakers were organ donors
themselves (McKenzie et al., 2006).

Why do people treat defaults as implicit recommendations? In another
experiment, McKenzie et al. (2006) first asked participants if they were willing
to be organ donors and whether they thought people ought to be organ donors
(answering each question with yes, no, or unsure). They were then told to
imagine that they would be making the organ donor policy for their state
and would have to decide on a default. Participants were much more likely to
select the policy with the organ donor default if they were willing to be an
organ donor or thought that others ought to be organ donors. In other words,
the “policymakers” ’ preferences were leaked by their choice of default; their
defaults were, in effect, signaling a recommendation.

In short, much as a speaker’s choice of frame supplies a relevant cue to
the DM, so too can a policymaker’s choice of default. In both cases, the cue’s
effect on preferences matches its effect on choice-relevant beliefs.

2.3 Cue 3: The Menu

A common observation in the decision making literature is that evaluations
of single options, or choices between pairs of options, are influenced by other
alternatives in the choice menu. These findings are widely regarded as counter-
normative because it is assumed that the rational DM must have a pre-existing
preference ranking, which can be probed, but should not be influenced, by
the menu of options. However, when the DM’s knowledge of the choice
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Table 1: Programmer problem from Sher and McKenzie (2014) (adapted with minor changes
from Hsee [1996]).

Candidate A Candidate B

Education BS in computer science
from UCSD

BS in computer science
from UCSD

GPA 3.8 3.1
Experience with YT has written 10 YT pro-

grams
has written 70 YT pro-
grams

space is imperfect (i.e., in most cases), options do not merely supply possible
avenues of action. They also provide potentially relevant information about
the larger space of options from which they were sampled – and DMs are
highly sensitive to this information. As we show next, inferences from options
can generate a broad range of apparent coherence violations, including joint-
separate reversals, attraction and compromise effects, and intransitive choice
cycles.

Joint-separate reversals. In forming evaluations and making decisions, we
sometimes encounter a single option in isolation, while on other occasions
we confront two or more options of the same type. Hsee and colleagues
have argued that people process attribute information differently in these
two settings, leading to systematic preference reversals between joint and
separate evaluation (Hsee et al., 1999; Hsee and Zhang, 2010). In particular,
attributes that are unfamiliar and “difficult-to-evaluate” are said to receive
greater weight in joint evaluation. For example, participants in one study
(Hsee, 1996) evaluated one or two candidates for a programming position
involving a fictitious programming language (for similar stimuli, see Table 1).
One candidate had a higher GPA (a highly familiar attribute), and received
a higher mean salary when evaluated in isolation. The other candidate had
written a greater number of programs in the language (a highly relevant
but also highly unfamiliar attribute), and received a higher salary when the
candidates were evaluated jointly. These “preference reversals” are seen as
counter-normative violations of procedure invariance.

Sher and McKenzie (2014) argued that joint-separate “preference reversals”
are not in fact preference reversals, nor are they counter-normative. Instead,
they are parsimoniously explained by the reasonable inferences that participants
draw from different evaluation sets. In the joint-separate paradigm, one
attribute is unfamiliar by design. The typical subject will have little, if any,
prior knowledge of this attribute’s distribution in the natural environment.
As a consequence, the evaluation set likely does double duty, serving both as
the menu of options and as a source of information – a sample drawn from
a poorly known attribute distribution. Rational choice will then proceed via
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Figure 2: Inferences and evaluations in the joint-separate paradigm. The left panel shows
mean low, average, and high values of YT experience estimated by participants who saw and
evaluated one or both of the candidates ({A}, {B}, or {A,B}) from Table 1. The middle
panel shows the mean salaries assigned by participants who saw one or both candidates.
The right panel shows mean salaries assigned by other participants who evaluated a single
candidate (A or B), based on the model of the YT experience distribution inferred by a
yoked participant who had seen one of the three evaluation sets. Reprinted from Sher and
McKenzie (2014).

a two-stage process of belief- and preference-updating: First, the DM will
update her internal model of the attribute distribution on the basis of the
new information contained in the sample. Second, the DM will evaluate the
option(s) in light of this updated model. This two-stage process can readily
generate joint-separate reversals when a single attribute is poorly known.

For example, Sher and McKenzie found that, in the programmer problem
in Table 1, undergraduate participants who received different evaluation sets
(the high-GPA candidate alone, the experienced programmer alone, or both
candidates together) drew markedly different inferences about the distribu-
tion (estimated low, average, and high values) of the unfamiliar attribute
(programming experience) in the pool of candidates competing for the job.
Reasonably enough, estimated population parameters were drawn towards
the statistics of the particular option-sample the participant had seen (Fig-
ure 2, left panel). To examine the effect of these distributional inferences
on evaluations, the estimates were later provided as background information
to a group of yoked participants, all of whom evaluated a single candidate.
The resulting pattern of evaluations (Figure 2, right panel) reproduced the
joint-separate reversal (middle panel). That is, the inferences that were drawn
from different evaluation sets had the same effect as the evaluation sets them-
selves. Joint-separate reversals thus appear to reflect different inferences from
different option-samples, rather than inconsistent attribute weighting in joint
vs. separate evaluation. They illustrate the close link between belief-updating
and preference construction when prior knowledge is limited and the sample
of options is informative.

Effects of “irrelevant” alternatives. Two well-known examples of how
menu composition can trigger violations of classic coherence principles are
the attraction and compromise effects. Both paradigms contrast choices from
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a “core” choice menu, with two consumer products that trade off on two
attribute dimensions, with choices from an “expanded” menu that includes
the two core products along with a third option. In the attraction effect, the
addition of a decoy that is clearly inferior to one of the core products but not
the other increases the choice share of that core product which dominates it.
In the compromise effect, a core product is more likely to be chosen when
the addition of a more extreme third option makes it intermediate on both
attribute dimensions. Both effects violate the principle of independence of
irrelevant alternatives, and are commonly regarded as counter-normative.

Early research on the attraction effect indicated that it can be moderated
by stimulus meaningfulness and product familiarity (Ratneshwar et al., 1987).
This observation suggested that contextual inferences could play an important
role in explaining the effect. Wernerfelt (1995) subsequently developed an
inferential model of both attraction and compromise effects. In this model,
rational DMs are aware of how their tastes compare to other consumers’ tastes,
but they are unsure about the distribution of products that are available in
the market. These DMs attempt to infer their correct choice from the offerings
on the menu, based on the assumption that the offerings reflect the underlying
market distribution. This inferential process can give rise to rational attraction
and compromise effects.

Inspired by Wernerfelt’s (1995) model, Prelec et al. (1997) report a study
that attempts to quantify the inferential component of attraction and compro-
mise effects. For each of several product categories, they first asked participants
to assess their tastes relative to other consumers. Afterwards, they presented
participants with a set of products for each category, manipulating the set
composition between participants. Each participant saw a 2-product “core” set
for some product categories, and a 3-product “expanded” set for others (where
some expanded sets include dan attraction-type decoy while others featured a
compromise-type flanker). Participants did not yet make choices at this stage;
instead they were asked to estimate the quality of each product in the set,
relative to all products in its category available in the market. As predicted,
participants’ relative quality estimates were sensitive to the composition of
the product set. Moreover, combining these relative quality estimates with
participants’ assessments of their own relative tastes allowed Prelec et al. (1997)
to compute the size of a predicted, rational effect of the third alternative for
each product category. They then compared these predicted effects with the
empirical menu effects in actual choices, which they elicited one week later in
a second stage of the study. While the empirical effects were somewhat larger
than those predicted by the rational model, Prelec et al. (1997) concluded that
inferences largely accounted for the compromise and attraction effects they
observed. Thus, even “irrelevant” (i.e., unchosen) alternatives in the choice
menu may serve as relevant cues. Inferences from these cues appear to be
major contributors to standard attraction and compromise effects.



348 Craig R. M. McKenzie et al.

Intransitive choice cycles. Perhaps the best-known coherence violation in
the behavioral literature is intransitivity of preference. The transitivity axiom –
a core assumption of most models of rational choice – states that, for any
alternatives a, b, c, if a is preferred to b and b is preferred to c, then a must be
preferred to c. Tversky (1969), as well as others building on his work, reported
data that appear to violate transitivity. Empirical tests of transitivity are
far from straightforward, however, since the axiom applies to preferences, but
researchers can only observe choices. Because choice behavior is stochastic –
the same person may prefer a over b at one time and b over a at another –
inference from choice to preference inevitably requires ancillary assumptions,
which are often subtle and contentious (see, e.g., Regenwetter et al., 2010).

The coherence principle derived from the transitivity axiom with the most
traction in recent empirical work is a set of conditions known as the triangle
inequalities. Letting Pxy denote the probability of selecting x over y in pairwise
choice, these inequalities state that, for any triple a, b, c, Pab + Pbc − Pac ≤ 1.
The triangle inequalities are more appealing than other operationalizations
of transitivity (including the principle of “weak stochastic transitivity” that
Tversky tested) because they allow a DM’s preferences to independently vary
across time. Recent advances in order-constrained statistical inference have
enabled decision researchers to test them empirically, leading to a reassessment
of evidence for intransitive preference. Reviewing the literature to date,
Regenwetter et al. (2011) concluded that no clear violations of the triangle
inequalities had been demonstrated.

But are the triangle inequalities a necessary condition for transitive prefer-
ence? Müller-Trede et al. (2015) argued that, from a normative perspective, the
triangle inequalities can be too restrictive – because they assume, unreasonably,
that preference variability must be independent of the choice menu and other
characteristics of the context. When the DM’s prior knowledge is limited,
different pairwise choice contexts may lead to different inferences, and these
different inferences may in some cases systematically induce different transitive
preference orders. Müller-Trede et al. (2015) further argued that, in some
choice problems (May, 1954; Kivetz and Simonson, 2000), reasonable inferences
from pairwise contexts can generate strongly intransitive choice patterns that
violate the triangle inequalities, provided that memory for previously sampled
contexts is limited.

Consider the master choice set in Table 2, for example, with three sound
systems defined on three fictitious attributes (Harmonic Range, Sound Depth,
and Acoustic Power) for which, by design, no prior distributional knowledge
is available. Confronting a pair of options drawn from this set, the best the
DM can do is to draw inferences about the likely distribution of the attribute
from the particular values that are sampled. Figure 3 illustrates inferences
that might be drawn upon receipt of the sample {A,B}. In a normative
analysis, Müller-Trede et al. (2015) showed that, if similar weights are placed
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Table 2: Fictitious-attribute choice problem from Müller-Trede et al. (2015).

Sound system A Sound system B Sound system C

Harmonic Range 10 mill 26 mill 16 mill
Sound Depth 17 sones 12 sones 29 sones
Acoustic Power 3.4 phons 2.0 phons 1.4 phons

Figure 3: Normative analysis of the choice problem in Table 2 (reprinted from Müller-Trede
et al., 2015). Without prior knowledge of attribute distributions, the receipt of sample
{A,B} in the choice set provides support for the inference that A is relatively good on
two dimensions while B is relatively good on the third. If the weights attached to the
three attributes are similar, this will lead to the selection of A over B. The standing of
the non-sampled option C relative to the models of the attribute distributions inferred
from sampling {A,B} is indicated in grey. HR = Harmonic Range; SD = Sound Depth;
AP = Acoustic Power.

on the three attributes, sampling the choice set {A,B} may trigger reasonable
inferences that induce the transitive preference order C � A � B; sampling
{B,C} triggers inferences inducing the order A � B � C; while sampling
{A,C} triggers inferences inducing B � C � A. If memory for past options is
limited, these normative responses will generate robustly intransitive cyclical
choices, with A chosen from {A,B}, B from {B,C}, and C from {A,C}.

In two repeated-choice experiments, triangle inequality violations predicted
by the normative analysis were clearly demonstrated in numerous participants
(Müller-Trede et al., 2015). One third of participants exhibited individually
significant triangle inequality violations in pairwise choices drawn from Table 2,
and more than half of participants exhibited individually significant violations
predicted by the normative model in a second choice task in which some
attribute values were missing. This study turns the usual view of the relation
between transitivity and rationality on its head. Traditionally, intransitive
choices are seen as evidence of intransitive preference, and hence of irrationality.
Here, a rational analysis of context-dependent transitive preference guides the
search for empirical conditions under which strongly intransitive choices are
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most likely to found. Transitivity is not a structural requirement on inferences
from pairwise choice contexts: One may rationally infer that a is better than
b from one pairwise sample, that b is better than c from a second, and that
c is better than a from a third. Accordingly, transitivity is not a structural
requirement on the choices informed by such contextual inferences.

2.4 Summary

While preference construction is often contrasted with rational choice, there is
nothing irrational about preference construction per se. When prior knowledge
is incomplete, frames, defaults, and sampled options may supply choice-relevant
information that should impact beliefs and preferences. The normative question
is thus not whether, but how, preferences are constructed. Is belief-updating
appropriately sensitive to implicit cues in the choice environment? The evi-
dence reviewed in this section illustrates the surprising descriptive power of a
normative analysis of preference construction. In typical experiments, rational
DMs with incomplete knowledge would be expected to exhibit attribute fram-
ing effects, default effects, joint-separate reversals, attraction and compromise
effects, and (if memory for past contexts is limited) intransitive choices. Like
striking illusions in visual perception, these apparent “anomalies” in decision
making illustrate not malfunctions of the cognitive system, but its adaptive
sensitivity to ecologically relevant cues.

It is important to note that the normative framework outlined here offers
a parsimonious account of multiple “biases” that otherwise appear unrelated.
It also aligns with other rational analyses of broad classes of behavior – be-
yond visual perception – such as causal inference, concept learning, language
acquisition, memory retrieval, problem solving, and reasoning (e.g., Anderson,
1991; Tenenbaum et al., 2011; see also Chater and Oaksford, 1999; Oaksford
and Chater, 2007; Tenenbaum et al., 2006; Tenenbaum and Griffiths, 2001).
Together, these approaches hold out promise for a perspective on decision
making that is better-integrated on three critical levels: in developing a more
unified account of diverse context effects; in identifying shared principles across
different cognitive domains; and in substantively accounting for the successes,
not just the failures, of human judgment and action.

3 Implications for Choice Architecture

Before we can improve people’s decision making behavior, we must first
understand it. Just as visual illusions do not necessarily reveal shortcomings in
the visual system, coherence violations do not necessarily reveal shortcomings
in decision making (cf. Arkes et al., 2016). If prescriptions are based on
misguided interpretations of rational behavior as incoherent, they may have
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the potential to do more harm than good. For example, if frames and defaults
are signals, they may not have the intended effect, or even backfire, if DMs are
skeptical about the motives of the source of the frame or default (Altmann
et al., 2018; Arad and Rubinstein, 2017; Keren, 2007). More generally, different
models of preference construction will have different implications both for
what aspects of decision making are in need of improvement, and for how
improvements can be most effectively brought about.

In light of its descriptive utility in accounting for behavioral “anomalies,” a
rational analysis of preference construction may also have prescriptive utility
for choice architecture. Accordingly, in the remainder of this article, we pose,
and sketch a partial answer to, a novel question: What choice architectures
would be optimal if preference construction were assumed to be rational?
Though we do not claim that preference construction is rational in all respects,
and it is always subject to basic structural limitations of information processing
capacity, the rational model’s ability to (at least qualitatively) explain robust
effects of frame, default, and choice menu suggest that its implications for
choice architecture merit careful investigation. Moreover, a choice architecture
strategy that expressly seeks to identify and build on rational aspects of human
decision making has an important virtue: In deliberately capitalizing on the
DM’s potential for rationality, recommendations derived from this strategy
are more likely to respect her dignity as an agent – and thus, in the long term,
to preserve her trust.

We begin with a brief discussion of pre-choice interventions, which can
circumvent the drawbacks of over-reliance on contextual cues. Next, we turn
to interventions at the choice point that strive to maximize cue accuracy,
relevance, and accessibility. Finally, we contrast two broad agendas for choice
architecture – process versus outcome facilitation. We compare the behavioral
interventions these approaches recommend as well as the ethical questions
they raise.

3.1 Pre-Choice Interventions

As we have seen, a number of apparent coherence violations can be parsimo-
niously explained by DMs’ inferences from features of the choice environment.
In these cases, DMs exploit contextual cues to learn about options that they are
either unfamiliar with or for which they lack clear preferences. Is the treatment
that is framed as having an “80% success rate” a relatively good one? DMs are
not informed explicitly about competing options in attribute framing tasks,
but draw inferences about relative efficacy based on the frame. In the case of
default effects, DMs may simply be uncertain about their preferences. McKen-
zie et al. (2006) found that almost one-quarter of undergraduate participants
were unsure whether they would enroll in a retirement plan when they got a
job after graduation, and one-third were unsure if they were willing to be organ
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donors. DMs may then look to the default for an implicit recommendation.
For some effects of choice menu, including joint-separate reversals, it is crucial
that one or more attributes are unfamiliar to DMs, who then update their
beliefs about attribute distributions based on the presented option(s).

While contextual cues can be useful in filling out the DM’s incomplete
model of the choice problem, it is important to note their shortcomings. First,
though the information such cues supply is relevant, it is also limited in
scope, sketching only a fragmentary picture of the choice space. Second, the
information such cues do supply is probabilistic, and hence will be misleading
some of the time. Accordingly, the quality of decisions can often be improved
by systematically learning about options before being presented with the choice,
thus reducing reliance on contextual cues. Such pre-choice education will be
desirable when the risks of error outweigh the costs of learning. If one has
already reached the conclusion that saving for retirement is important before
filling out the paperwork for the new job, then it will not matter much whether
plan participation is the default (see Löfgren et al., 2012). If one knows that
the standard medical treatment leads to an 85% survival rate, then it will
not matter much whether the new treatment is framed as leading to an 80%
survival rate or a 20% mortality rate (see Leong et al., 2017). Encouraging,
or even helping, DMs to be more informed prior to the choice point would
maximize DMs’ autonomy and reduce the need for, and the effects of, nudges.

3.2 Assistive Cueing

Nevertheless, there will be many situations in which a DM facing a choice lacks
clear preferences or sufficient knowledge about options and attributes, and looks
to the context for relevant cues. A benevolent choice architect who ascribes
rationality to the DM then has a straightforward mission: to craft a choice
environment that facilitates accurate choice-relevant inferences. By providing
inputs that are as clear, accurate, relevant, and useable as possible, such
“assistive cueing” strives to capitalize on the DM’s potential for rationality. This
objective can be achieved in at least two ways – by constructing representative
choice environments (e.g., contexts that preserve the statistical structure of the
relevant natural environment) and by substituting accurate and precise explicit
information for potentially misleading or ambiguous implicit information. We
consider these two strategies in turn.

Even optimal inferences from the choice context will be systematically
inaccurate if, unbeknownst to the DM, that context is systematically unrep-
resentative. For example, consider judgments made in joint and separate
evaluation. The standard view that joint and separate evaluation sets trigger
different evaluation processes (Hsee et al., 1999) has led a number of researchers
(e.g., Shafir, 2002) to ask whether joint versus separate evaluation mode leads
to better decisions in particular domains. A rational analysis of joint-separate
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reversals, according to which apparent inconsistencies in joint and separate
evaluation reflect the distinct inferences that are drawn from different evalua-
tion sets (Sher and McKenzie, 2014), suggests a very different formulation of
the prescriptive question. From the normative perspective, the critical question
is simply how informative or misleading the information in the evaluation set is
(i.e., how closely does the model of the attribute distribution inferred from the
option-sample resemble the true distribution?). The joint evaluation context,
which provides more information and thus may spark richer inferences, will
presumably be preferable when evaluation sets are representative – but not
when they are misleading.

Alternatively, a choice architect who believes that frames, defaults, choice
menus, and other task elements operate by conveying implicit information
may consider making that information explicit, converting a covert “nudge”
into an overt message. (This is in contrast to simply disclosing the intended
effects of the nudge; see Loewenstein et al., 2015; Steffel et al., 2016.) Explicit
messages – provided that they are salient and easily processed – have some
obvious advantages over implicit cues.

First, because the primary function of the choice menu is to gather rather
than transmit information, the architect may have limited control over the
contents of the menu. When the choice menu of interest is unrepresentative,
explicit information can serve to correct the misleading inferences it would
otherwise induce. For example, in evaluating a student applicant with a
score on an unfamiliar standardized test, learning the test’s mean score would
enable the evaluator to know if the student’s score is above or below average
(cf. Hsee et al., 1999), without relying on best guesses from contextual
comparisons.

Second, implicit cues are frequently ambiguous, conveying unfocused infor-
mation about multiple correlated variables. Explicit messages, by contrast,
can be deliberately focused to resolve such ambiguity. For example, the choice
architect’s selection of a default may plausibly reflect injunctive norms (norms
specifying what people should do) or descriptive norms (norms specifying what
most people in fact do; cf. Cialdini, 2003). It may thus indiscriminately leak
information about both (McKenzie et al., 2006). The explicit statement that
a relevant authority recommends the selection of an option does not suffer
from this ambiguity; the intended injunctive status of the explicit recommen-
dation is unmistakable. Similarly, Sher and McKenzie (2006) showed that a
speaker’s choice of attribute frame not only leaks information about relative
frequency (because, as noted above, speakers tend to describe options in terms
of relatively abundant attributes) but may, like defaults, also leak implicit
recommendations (because speakers tend to frame favorably perceived options
in positive terms). While both kinds of information are broadly choice-relevant,
they may be relevant in different ways. An explicit message – in this case,
either that the attribute is relatively abundant, or instead that the speaker
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endorses the option – can uniquely signal one of the many confounded cues
conveyed by a speaker’s choice of frame.

Third, when messages are explicit, the communicative and persuasive intent
of the choice architect is transparent to the DM. This preserves the DM’s
autonomy in deciding whether to accept or reject the architect’s attempted
influence (a nudge can’t be resisted if it isn’t detected), and may, in the long
term, lessen skepticism about covert manipulation. In some cases, the clearer
signals of persuasive intent in explicit messages, as well as the DM’s greater
awareness and control in reacting to them, may diminish their impact. In
particular, in circumstances where DMs would regard any deliberate top-down
attempt to engineer choice as inappropriate, recommendations are likely to be
less effective, and may even backfire, when they are explicit. But if we respect
the DM’s dignity, we should want the influence attempt to be less effective
under these circumstances.

The effectiveness of overt communication, relative to covert nudges, is
ultimately an empirical question. While the rational analysis reviewed here –
which would suggest that carefully selected overt messages can effectively
substitute for many covert nudges – has substantial explanatory power, we
do not propose that it explains everything. In some cases, it may turn out
empirically that highly effective covert nudges have no comparably effective
overt counterpart. In these cases, the conscientious choice architect must
seriously grapple with whether the proposed nudge, whatever its efficacy, is
consistent with respect for the DM’s dignity. In contrast, insofar as context
effects stem from reasonable implicit inferences, this delicate dilemma need
not arise. The choice architect can then resort to “rational nudges” which are
only likely to strengthen with transparency.

Even where procedures of preference construction are assumed to be ratio-
nal, they will be subject to the structural capacity limits that constrain human
cognition more broadly. Accordingly, the choice architect must recognize that
the DM is limited, not only in information, but also in attention, energy, and
time. The provision of explicit or implicit information will only be effective
if it respects these structural boundaries. Thus, even the choice architect
who aims to mine the DM’s potential for rationality will be guided by two
simple but indispensable principles: Calibrate information load to attentional
capacity; and, in selecting and organizing information, calibrate salience to
relevance.

3.3 The Architect’s Agenda: Process or Outcome Facilitation

Choice architects may differ in two ways – they may pursue different ends,
and they may adopt different means for pursuing a given end. Especially in
the policy domain, much of the controversy concerning nudges revolves around
disagreements about the proper ends of choice architecture. We believe that
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Figure 4: Two broad aims (process vs. outcome facilitation) motivating choice architecture
interventions (cue, boost, nudge) that aim to improve the quality of distinct target stages in
the choice process.

prescriptive debates about choice architecture can be clarified by distinguishing
between two kinds of ends – process facilitation and outcome facilitation.

Every choice is the outcome of a decision process. Choice architects can aim
to broadly aid the process, or they can try to engineer specific outcomes that
they believe are best for the DM. Because people can make good choices for bad
reasons, the distinct ends of process and outcome facilitation will often (but not
always) recommend the selection of different means. The central motivation of
the original nudge program (Thaler and Sunstein, 2008) is outcome facilitation.
The architect of nudges, having identified what seems to be a systematically
suboptimal choice outcome (e.g., people save too little or eat too much), seeks
to steer the decision process towards a better outcome. In some cases, this will
involve redirecting apparent biases so that, like the broken clock that reads
the right time twice a day, they point in the architect’s favored direction. If
a nudge of this kind is successful, more DMs will have made the right choice
for the wrong reasons. The strategies of choice architecture we have explored
above seek instead to improve processes, by conveying the most relevant and
accurate information in the most transparent and chooser-friendly way.

Figure 4 summarizes these approaches to choice architecture, and relates
them to a third – the “boosts” recently proposed by Hertwig and Grüne-Yanoff
(2017). These approaches can be distinguished by their broad aims and by
the specific decision stages they target. Cueing and boosting both aim at
process facilitation, but they focus on different means to this shared end. Note
that two factors jointly determine the quality of a decision process: (1) the
quality of the information fed to the process and (2) the appropriateness of the
operations that transform information into option-selections. Cueing targets
the first half of this equation. The goal is to improve the existing choice process
by enhancing the accuracy, relevance, and convenience of its inputs. Such
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cueing is, we believe, the implicit guiding principle in many existing behavioral
interventions– for example, automatically providing salient alerts to health
care providers when they are about to refer a patient to a service with a long
waiting time (Behavioural Insights Team, 2017, pp. 14–15). The boost strategy
targets the second half of the equation in addition to the first. That is, rather
than merely trying to enhance the inputs to a potentially rational decision
process, a boost may seek to improve the decision process itself, such as by
training DMs in skills that will allow them to both build on and go beyond
existing competencies. Such interventions have the potential to empower DMs,
though they may also require stronger assumptions about the drawbacks of
the intuitive decision process, and about the costs and benefits of training.
Finally, nudging simply aims to steer the DM towards a better outcome, by
any effective non-coercive means – including, at times, by rerouting existing
biases for the supposed benefit of the DM.

As broad motivations for choice architecture, outcome and process facilita-
tion share some commonalities, but diverge in important ways. The “nudging”
architect who seeks to facilitate outcomes may, at times, opt for a cue or a
boost. Insofar as better information and improved skills are effective means to
the end of better outcomes, the architect can use them to direct DMs towards
the outcome she believes to be best for them (cf. “educative” nudges; Sunstein,
2018). But these process aids are only optional means to the choice architect’s
end, and interventions that bypass rationality or exploit irrationality may be
just as suited to her objective – which is to non-coercively engineer a foreor-
dained outcome. Thus, for example, information salience will be strategically
controlled in both approaches. But while the facilitator of process will strive to
calibrate salience to relevance, the facilitator of outcomes will simply calibrate
salience to desired effects. If clearly conveying the most relevant information
happens to be the straightest path to a desired effect, the two architects will
converge on a similar architecture. But if less relevant information provides a
more potent nudge, their interventions are likely to differ.

Importantly, it is the choice architect’s ultimate end, not her specific means
of attaining it, that makes outcome facilitation paternalistic. The architect, like
a parent nudging a child, presumes to know better than the DM what option
will serve the DM’s interests. Process facilitation, by contrast, is not inherently
paternalistic. Its objective is to help the DM clearly understand and think about
the problem, without prejudging the solution at which the DM should arrive.
The two approaches, accordingly, have contrasting (dis)advantages. Outcome
facilitation – helping people make the right choices – has the obvious advantage
of greater directness. This may sometimes make for greater effectiveness,
provided that the choice architect truly knows which outcome is best for
the DM. Process facilitation – helping people make rational choices – has
the advantage of respecting the DM’s potential for rationality, while also
recognizing the choice architect’s own potential for error.
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4 Conclusion

The analysis of constructed preference developed here has normative, de-
scriptive, and prescriptive implications. Normatively, we have argued that
rational decision making, like optimal perception, is inherently constructive
and context-dependent. When prior knowledge is limited, choice contexts may
be informative, and the appropriate test of coherence is dynamic rather than
static. Descriptively, we have reviewed evidence that three components of
context – the frame, the default, and the menu – often serve as choice-relevant
cues. Some well-known effects of these components, though traditionally
taken as evidence of irrationality, turn out to pass the test of dynamic coher-
ence. Preference changes across contexts are coordinated with context-based
belief-updating.

Prescriptively, we have offered tentative answers to the question of how to
assist DMs who are adaptively attuned to contextual cues, but have limited
knowledge and cognitive resources. The approach explored here differs from
the prototypical nudge in seeking to facilitate decision processes (e.g., by
enhancing the inputs provided to them) rather than by trying to engineer
foreordained outcomes. Finally, we have highlighted two advantages of choice
architectures that build on the DM’s existing potential for rationality: They
are more respectful of individual dignity, and they are better-poised to preserve
trust.
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