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This article develops a rational analysis of an important class of apparent preference reversals—joint-
separate reversals traditionally explained by the evaluability hypothesis. The “options-as-information”
model considers a hypothetical rational actor with limited knowledge about the market distribution of a
stimulus attribute. The actor’s evaluations are formed via a 2-stage process—an inferential stage in which
beliefs are updated on the basis of the sample of options received, followed by an assessment stage in
which options are evaluated in light of these updated beliefs. This process generates joint-separate
reversals in standard experimental designs. The normative model explains why the evaluability hypoth-
esis works when it does, identifies boundary conditions for the hypothesis, and clarifies some common
misconceptions about these effects. In particular, it implies that joint-separate reversals are not irrational;
in fact, they are not preference reversals. However, in expanded designs where more than 2 options are
jointly evaluated, the model predicts that genuine (and rational) preference reversals will sometimes
emerge. Results of 3 experiments suggest an excellent fit between the rational actor model and the
judgments of human actors in joint-separate experiments.
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Procedure invariance is viewed as a basic requirement of ratio-
nal choice. This principle states that different methods of eliciting
preferences from a decision maker (DM) should yield the same
ordering of options. However, several apparent violations of pro-
cedure invariance have been documented (reviewed in Hsee,
Zhang, & Chen, 2004). This article focuses on one influential class
of apparent preference reversals—joint-separate reversals (JSRs)
traditionally attributed to the evaluability hypothesis (Hsee, 1996;
Hsee, Loewenstein, Blount, & Bazerman, 1999). These effects are
often taken to exemplify the divergence between normative and
descriptive models of decision making (Hsee et al., 2004; Ma-
cLean, 2002; Shafir & LeBoeuf, 2004).

In this article, we develop a normative “options-as-information”
model of these JSRs. The model considers a hypothetical rational
actor in a joint-separate experiment. The actor is rational but not
omniscient. His or her beliefs are updated as new options are
sampled, and evaluations are updated in light of these inferences.
The model implies that JSRs are not preference reversals and are
not counter-normative. Instead, when the dynamically evolving
belief states of the DM are accounted for, typical JSRs are seen to
exemplify the convergence of normative and descriptive analysis,
and to illustrate how these levels of analysis can be mutually

illuminating (Anderson, 1991; Griffiths, Chater, Kemp, Perfors, &
Tenenbaum, 2010; McKenzie, 2003, 2005; Oaksford & Chater,
1994).

Joint-Separate Reversals

In a paradigm developed by Hsee and colleagues (Hsee, 1996,
1998, 2000; Hsee et al., 1999), two options are defined on two
critical attributes. One attribute is highly pertinent but “difficult to
evaluate”—i.e., participants have minimal prior knowledge of
what counts as a good or bad value on the attribute dimension. The
other attribute is somewhat less important but far easier to evalu-
ate. The options trade off, so that one option is superior on each
attribute. Some participants (in two separate evaluation condi-
tions) state willingness-to-pay (WTP) for a lone option, while
other participants (in a joint evaluation condition) state WTP for
both options simultaneously. The general finding is that the option
that is superior on the difficult-to-evaluate attribute receives the
lower separate evaluation and the higher joint evaluation.

For example, in a study reported by Hsee (1996), participants
imagined that they were hiring a programmer who would be using
a programming language called KY and who would receive a
salary between $20,000 and $40,000. Candidates differed on the
easy-to-evaluate attribute of grade point average (GPA) and the
difficult-to-evaluate attribute of KY programming experience, as
seen in Table 1. Participants in this study knew that GPA at
University of Illinois Chicago (UIC) is scored on a 5-point scale.
In this study, A (who is best on the easy-to-evaluate attribute)
received a higher salary than B when candidates were considered
alone, but B received a higher salary in joint evaluation. Note that
it is unclear how good 10 or 70 KY programs is when a candidate
is seen in isolation, but B clearly has more experience than A when
the candidates are seen jointly. Similar effects have been demon-
strated in the domains of consumer choice (Hsee, 1996), medical
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decision making (Zikmund-Fisher, Fagerlin, & Ubel, 2004), and
political attitudes (Lowenthal, 1993, cited in Hsee et al., 1999).

The favored explanation for this phenomenon is the evaluability
hypothesis (Hsee, 1996; Hsee et al., 1999). This hypothesis dis-
tinguishes two “modes” of evaluation—separate evaluation (SE)
mode, in which a single item is evaluated, and joint evaluation (JE)
mode, in which multiple options are assessed. The evaluability
hypothesis states that, when attributes differ in ease of evaluation,
“the relative impact of the difficult-to-evaluate attribute increases
from SE to JE” (Hsee et al., 1999, p. 581). Consistent with the
hypothesis, JSRs disappear when distributional information is pro-
vided, making the otherwise difficult-to-evaluate attribute more
readily interpretable (Hsee, 1996).

For the discussion that follows, it will be useful to express the
evaluability hypothesis in formal terms. In general, for an option a
and an option-set V containing it, let WTP(a|V) denote the partic-
ipant’s evaluation of a when option-set V is received. In the
joint-separate design, let d be the option that is superior on the
difficult-to-evaluate attribute, and let e be the option that is supe-
rior on the easy-to-evaluate attribute. We consider a general joint-
separate design, in which three option-sets are presented for eval-
uation in three experimental conditions—the singleton sets {d}
and {e} and a joint-evaluation set U with {d, e} � U. Most
joint-separate experiments target the simplest version of this de-
sign, in which U � {d, e}. In analyzing a joint-separate experi-
ment, we are interested in the relationship between the following
two WTP-differences:

�sep � WTP(d�{d}) – WTP(e�{e})

�joint � WTP(d�U) – WTP(e�U)

�sep is the observed difference between separate evaluations, and
�joint is the difference between joint evaluations. Note that both
differences are signed, with larger positive values corresponding to
a larger advantage for d over e. The evaluability hypothesis implies
the following general relation, which we call the Evaluability
Inequality (EI):

�joint � �sep

The JSR is the special case of the EI in which �joint � 0 � �sep.
Note that the evaluability hypothesis does not predict that JSRs
will always occur. Rather, the hypothesis entails that the EI gen-
erally obtains, and this explains why JSRs sometimes occur. Re-
cently, Hsee and Zhang (2010) introduced general evaluability
theory (GET), which generalizes and extends the evaluability

hypothesis and which we examine in the General Discussion.
Importantly, GET also implies the EI.

JSRs are invariably classed as preference reversals. As prefer-
ence reversals, these effects are said to violate procedure invari-
ance and are generally deemed counter-normative. For example, in
reviewing JSRs and two other preference reversal paradigms, Hsee
et al. (2004) wrote, “All these preference-reversals are violations
of procedure invariance . . . an important pillar of rational choice”
(p. 361) These authors see preference reversals as “a prime exam-
ple of internal inconsistency” (p. 360) in decision making. More
specifically, the evaluability hypothesis has been taken to imply
that “the impact an attribute has on one’s judgment may not be
proportional to the normative importance of the attribute, but
rather to its evaluability” (Hsee, 1998, p. 118). The apparent
underweighting of difficult-to-evaluate attributes in separate eval-
uation has been deemed a “systematic cognitive bias” (Bazerman,
Moore, Tenbrunsel, Wade-Benzoni, & Blount, 1999, p. 51).

In the following pages, we propose a rational analysis of JSRs.
This analysis explains why the evaluability hypothesis works in
standard designs. It also identifies boundary conditions that limit
its scope, and it clarifies the normative status of these effects. The
model has four main implications: First, standard JSRs are not
counter-normative. Second, they are not preference reversals.
Third, while the normative model and the evaluability hypothesis
both predict the EI in two-option designs (where U � {d, e}), the
normative model implies that the EI should become unstable in
expanded designs where more than two options are jointly evalu-
ated. Finally, the model predicts that, in such expanded designs,
genuine—and rational—preference reversals should sometimes
occur. We report three experiments that suggest an excellent fit
between the rational actor model and the judgments of human
actors in joint-separate experiments.

While we believe the normative model provides a compelling
account of JSRs where a single attribute is unfamiliar, the present
analysis does not apply to other joint-separate effects (e.g., Irwin,
Slovic, Lichtenstein, & McClelland, 1993; Kahneman & Ritov,
1994) in which asymmetric unfamiliarity of attributes is not crit-
ical. These effects, along with response mode reversals and some
widely studied context effects, are revisited in the General Dis-
cussion.

Options as Information

Models of rational choice assume stable preferences in a fixed
information state. However, when prior knowledge of the stimulus
universe is limited, the presentation of options alters the informa-
tion state of the DM, and hence may alter preferences and evalu-
ations. Figure 1 depicts the “rational actor” model that is appro-
priate in this case.

The model involves a two-stage process of inference and eval-
uation. The first stage moves from options to inferences. The DM
begins with an underspecified model M, which captures his or her
limited initial beliefs about the universe of options. A set {oi} of
options is then received. This option set may be regarded as a
sample drawn (not necessarily at random) from a natural popula-
tion of options (i.e., “the market”). On obtaining this sample, the
DM updates his or her beliefs to arrive at an enriched posterior
model M� of the option space.

Table 1
Programmer Problem (Hsee, 1996)

Candidate A Candidate B

Education BS in computer science
from UIC

BS in computer science
from UIC

GPA from UIC 4.9 3.0
Experience with KY has written 10 KY

programs in the last
2 years

has written 70 KY
programs in the last
2 years

Note. BS � bachelor of science; GPA � grade point average; UIC �
University of Illinois Chicago.
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The second stage moves from inferences to evaluations: The
updated model induces an updated preference order �M�, which
captures the relative attractiveness of options in light of the DM’s
posterior beliefs about the market. Importantly, different samples
may lead to different posterior models M� and hence to different
preference orders �M�. As a result, rational evaluations will be
coherent within but not across contexts.

The joint-separate design features one attribute (e.g., GPA) for
which prior knowledge is maximal, and hence for which sample-
based inference will be minimal. However, prior knowledge is
minimal for a second attribute (e.g., programming experience), and
sample-based inference may be substantial for this attribute. The
initial updating stage will thus be characterized by a normative
assimilation effect for the difficult-to-evaluate attribute, in which
the parameters of the posterior model are drawn toward the sta-
tistics of the option-sample. For example, rational DMs will infer
a higher average number of programs written by candidates on the
market when the evaluation set is {A, B} (sample mean of 40) than
when the evaluation set is {A} (sample mean of 10), and the
estimated average will be still higher when the evaluation set is
{B} (sample mean of 70). As we discuss below, the size of the
normative assimilation effect depends on the DM’s assumptions
about the experimental environment.

Whereas the first stage of the rational evaluation process is
characterized by an assimilation effect, the second stage, moving
from inferences to evaluations, gives rise to a normative contrast
effect. In the typical joint-separate experiment, participants are
instructed to imagine that they intend to pay between $x and $y for
a product of some kind. The natural construal of this task is that the
best options on the market should receive a valuation close to $y,
while the poorest options receive a valuation near $x. What matters
to evaluation, then, is an option’s relative standing in the DM’s
model of the market. Therefore, as the attribute distribution in the
DM’s posterior model shifts downward, the valuation of any fixed
option should correspondingly increase. The worse the market
looks, the better any fixed option comes out by contrast.

For concreteness, we consider a DM who consistently employs
a specific evaluation rule. For each attribute, values are first
normalized to the distribution in the DM’s posterior model (e.g.,
transformed to percentiles or Z-scores). WTP is then computed as
a weighted sum of normalized attribute values. Importantly, we
assume that the weight attached to relative standing on each
attribute is the same in all contexts. Weighted-additive (WADD)
rules figure prominently in normative models of multiattribute
choice (Payne, Bettman, & Johnson, 1993). We employ a relative

WADD (rWADD) rule because, as noted above, the joint-separate
task requires an assessment of relative standing.

Figure 2 illustrates how the normative process of inference and
evaluation can lead to a JSR in the programmer problem. The
middle column depicts the posterior models of programming ex-
perience inferred when each evaluation set is sampled. For illus-
trative purposes, we assume strong assimilation for this attribute.
The posterior GPA distribution is assumed to be fixed across
conditions and is not shown. The right column depicts the pattern
of valuations that results under the rWADD rule.

For each single-option sample, the sampled option is roughly
average relative to the resulting posterior distribution of experi-
ence. A’s experience, normalized to the model inferred when {A}
is sampled, is about equal to B’s experience, normalized to the

Figure 1. Normative options-as-information model for a generic decision making experiment. The prior model
M embodies the decision maker’s beliefs after reading the background information but before seeing specific
options. {oi} is the set of options encountered in the choice phase of the experiment. The posterior model M�

reflects the inferences drawn from this option-sample. This updated “view of the market” induces a preference
order �M� over the options that compose it.

Figure 2. Options-as-information model applied to the programmer prob-
lem. The three option-samples lead to distinct posterior models (“model |
sample”) of the difficult-to-evaluate attribute (programming experience).
The posterior distribution of the easy-to-evaluate attribute (grade point
average [GPA]) is the same in all conditions and is not shown. Decision
weights are assumed to be constant in all conditions, with normalized
experience receiving a consistently large weight. The top WTP-inequality
reflects the negligible difference between A and B in programming expe-
rience when numerical values are normalized to the relevant posterior
models; however, normalized GPA favors Candidate A. The lower WTP-
inequality reflects the advantage for B in programming experience relative
to the single posterior model inferred when {A, B} is sampled. WTP �
willingness-to-pay.
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model inferred when {B} is sampled. However, normalized GPA
is defined relative to a fixed distribution, and always favors A over
B. When normalized experience and GPA enter into a weighted
sum, the result is that WTP(A|{A}) � WTP(B|{B}).

However, when {A, B} is sampled, both candidates are evalu-
ated relative to a single posterior model of experience, in which A
is likely to emerge as below and B as above average. The relation
between WTP(A|{A,B}) and WTP(B|{A,B}) will then reflect a
trade-off between the greater normalized experience of B and the
greater normalized GPA of A. If the fixed weight attached to
normalized experience is sufficiently large, WTP(B|{A,B}) �
WTP(A|{A,B}). That is, a JSR will result.

The magnitude of the normative assimilation effect depends on
the DM’s conception of the process whereby option samples are
selected. For example, the DM may believe that sampling is
representative—i.e., that option sets are assembled so that salient
statistics approximate the corresponding parameters of the market
distribution. Representative sampling may be a natural assumption
in a social setting where a knowledgeable party (the experimenter)
asks a second party (the participant) about a situation of interest to
the former (Hilton, 1995). Under this assumption, the assimilation
effect will be large even if samples are small. Alternatively, the
DM may assume that options are sampled independently and at
random from the market. The magnitude of normative assimilation
under a random sampling assumption will depend on the fine
details of the DM’s prior beliefs and task strategy.1 Absent a
detailed specification of the DM’s assumptions, the magnitude of
the assimilation effect cannot be stipulated a priori in a normative
analysis. However, it can be empirically measured.

The options-as-information model provides a critical new test of
coherence in the joint-separate design. We can empirically assess,
first, the inferences that are drawn from different samples; and
second, the valuations that are formed in light of different beliefs.
The model predicts that the observed valuation pattern in a JSR
should correspond to the product of (a) the effect of samples on
models and (b) the effect of models on WTP.

A thought experiment may illustrate the point. Consider a DM
who sees one or two job candidates, and draws private inferences
about the distribution of programming experience. Now imagine
that we could transplant the posterior model inferred by this DM
into the mind of a second DM. In light of the transplanted model,
the transplantee evaluates a single candidate. Thus the “mode” of
evaluation is always separate, and the overall quantity of informa-
tion that transplantees have is fixed. According to the options-as-
information model:

1. The separate evaluation of A by a DM transplanted with
a model inferred from sampling {A} should exceed the
separate evaluation of B by a DM transplanted with a
model inferred from sampling {B}.

2. The separate evaluation of B by a DM transplanted with
a model inferred from sampling {A, B} should exceed
the separate evaluation of A by a DM transplanted with
the same model.

Of course, we have no way of literally transplanting one DM’s
view of the world into the mind of another DM. Nonetheless, in

Experiment 1 we attempted to approximate this procedure in a
yoked design.

Experiment 1

The options-as-information model makes two central predic-
tions. First, the different evaluation sets in a joint-separate design
lead to different inferences. Second, these different inferences lead
to the different evaluations in a JSR. Experiment 1 used the
programmer problem (Hsee, 1996) to test these predictions in a
yoked design. “Modeler” participants evaluated one or both job
candidates, and then reported their beliefs about the distribution of
programming experience. The reported beliefs of modeler partic-
ipants were then provided as background information to “recipi-
ent” participants, each of whom evaluated only one candidate. We
could thus examine separate evaluations based on posterior models
inferred from different option-samples.

When participants are exposed to extensive samples of unfamil-
iar attribute values, they appear to update their interpretation of the
attribute scale in reasonable ways (Beattie & Baron, 1991; Mellers
& Cooke, 1994). The modeler component of Experiment 1 tests
the prediction that participants will also draw large inferences from
small experimental option-samples. This prediction is motivated
by prior findings that participants draw robust inferences from
subtle features of the experimental environment, such as the fram-
ing of options (McKenzie & Nelson, 2003; Sher & McKenzie,
2006) and the wording of questions (Schwarz, 1999) in choice
experiments and opinion surveys. It is also compatible with re-
search in social psychology which depicts the participant as an
avid information scavenger, drawing far-reaching inferences from
fragmentary stimuli (Ambady & Rosenthal, 1993) and subtle prag-
matic cues (Hilton, 1995).

If participants draw substantially different inferences from dif-
ferent evaluation sets, the critical question addressed in Experi-
ment 1 is whether these inferences suffice to reproduce the valu-
ation pattern in a typical JSR.

Method

Two hundred sixty-nine undergraduate students at the Univer-
sity of California, San Diego (UCSD) participated in Experiment

1 If random sampling is expected, the inferences supported by small
samples depend on the detailed assumptions and strategy of the DM. Under
certain conditions, these inferences will be large. For example, suppose the
DM can place bounds on the variance of the empirical distribution but has
little idea of the mean. Then even a single random observation may lead to
a dramatic collapse of a diffuse prior distribution of possible values about
a narrow interval. This is because a tight prior bound on empirical variance
will constrain the posterior distribution to a small neighborhood about the
single observed value. When the DM has little idea of mean or variance,
the magnitude of normative assimilation may depend on subtle aspects of
the DM’s task-strategy. In the main text, we gloss over the fact that the
posterior model M� may have either a modal or an average form. In
the former case, the model captures the DM’s “best guess” about how the
market really looks. In the latter case, the model’s distribution captures the
DM’s uncertainty about how the market might look and is computed as a
sum of possible market distributions weighted by their posterior probabil-
ity. Whether an average or a modal posterior model is appropriate depends
on whether the DM wants to minimize expected error or maximize the
probability of an accurate response. Both modal and average posterior
models will be subject to assimilation, but the effect will generally be more
dramatic in the modal case.
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1 for partial credit in psychology courses. For all three experiments
reported here, the experiment was the first in a series of unrelated
studies lasting less than an hour. Experiments 1 and 2 were run on
MATLAB using the Psychophysics Toolbox (Version 2.54; Brain-
ard, 1997). Participants were run at individual computer stations,
separated by partitions, in groups of up to six. Data were not
obtained from two participants in Experiment 1 because of com-
puter errors.

We first describe the procedure for modeler participants. After
an introductory screen, modelers were instructed to

Imagine that you are the owner of a consulting firm, and you are
looking to hire a new programmer. The programmer you hire will
have to use a special programming language called YT. You are
planning to pay your new programmer between $30,000 and $60,000
a year.

A table below this blurb presented information about one or two
job candidates. When two candidates were seen, the information
was displayed as seen in Table 2. Note that GPA at UCSD is
scored on a 4-point scale. This problem is adapted with minor
changes from Study 2 of Hsee (1996). When a single candidate
was seen, the column displaying the attribute values was simply
headed “Candidate.” Each modeler was assigned to one of three
conditions: {A}-modelers saw only the candidate with the higher
GPA (n � 41); {B}-modelers saw only the candidate with more YT
experience (n � 37); and {A,B}-modelers saw both candidates
(n � 40).

When the participant pressed the spacebar, one or two WTP
questions appeared below the blurb and table. For each candidate
in the table, the participant was instructed to type a number
between 30 and 60 to indicate how many thousands of dollars they
would be willing to pay the candidate. The WTP question(s) then
disappeared and were replaced by a YT-estimation question, which
asked, “How much experience do you think typical candidates for
this job have?” (The blurb and candidate table remained visible
above this question.) Participants responded by typing numbers
into empty text boxes to complete the following sentence: “Typical
candidates for this job have written somewhere between ____
and ____ programs in YT, with an average of ____ YT pro-
grams.” Participants were instructed to make their best guess if
they were unsure.

Modelers were included in the yoked design only if their YT
estimates were coherent—i.e., the estimated low YT value had to
be less than or equal to the estimated average YT value, which, in
turn, had to be less than or equal to the estimated high YT value.
Coherent YT estimates were provided as background information
to one or two recipient participants, according to the following
procedure.

For recipient participants, a new line with a further sentence was
appended to the general background blurb above. For some num-
bers x � y � z, this sentence read, “Typical candidates for this job
have written somewhere between x and z programs in YT, with an
average of y YT programs.” Unbeknownst to the recipient, the
values of x, y, and z were equal to the low, average, and high YT
estimates of a prior modeler participant. Below this expanded
blurb, a table provided information about a single candidate (sim-
ply labeled “Candidate”). When the participant pressed the space-
bar, a single question below the table requested the participant’s
WTP for this candidate.

Recipients were yoked to modelers according to the following
design: Each modeler’s estimate was provided as background
information to the next one or two participants who were run on
the same computer. Each {A}-modeler’s estimate was provided as
background information to a recipient who evaluated A alone.
Each {B}-modeler’s estimate was provided to a recipient who
evaluated B alone. Each {A,B}-modeler’s estimate was provided
to two recipients—one who evaluated A alone, and one who
evaluated B alone. Letting X|{ · · · } denote the condition in which
option X is evaluated based on the YT estimates of a modeler who
sampled set { · · · }, there were thus four groups of recipients in
Experiment 1: A|{A}-recipients (n � 36), B|{B}-recipients (n �
37), A|{A,B}-recipients (n � 38), and B|{A,B}-recipients (n � 38).

In responding to WTP questions, participants occasionally pro-
vided numbers outside the range (30–60 thousand) specified in the
instructions. In these cases, the direction of deviation from the
range may be informative, but the inclusion of raw responses may
introduce outliers. Accordingly, in all experiments, we treated
responses below the range as equal to the minimum and responses
above the range as equal to the maximum of the instructed range.
This affected two WTP responses in Experiment 1.

Results

The coherence condition (which requires a low � average �
high pattern of estimates) was violated by three modelers. Their
estimates were not provided to recipients, and their data are ex-
cluded from all analyses below.

Before providing estimates of YT experience, modelers pro-
vided WTP judgments for one or two job candidates. Mean valu-
ations are depicted in Figure 3A. Separate evaluations of A ex-
ceeded separate evaluations of B (47.3 vs. 43.0 thousand),
unpaired t(75) � 2.43, p � .02. In contrast, joint evaluations of A
fell well below joint evaluations of B (40.6 vs. 50.1 thousand),
paired t(37) � 6.32, p � .0001. Modelers in Experiment 1 exhib-
ited a typical JSR.

What inferences did modelers draw from the option-samples
they received? Figure 4 depicts mean values for the low, average,
and high YT estimates of modelers who saw each evaluation set.
When the evaluation set was {A}, YT experience was judged to
range from 9.6 to 23.3, with an average of 15.2 YT programs.
When the evaluation set was {A, B}, YT experience was judged to
range from 20.0 to 68.2, with an average of 39.9 YT programs.
Finally, when the evaluation set was {B}, YT experience was
judged to range from 57.2 to 130.1, with an average of 85.1 YT
programs. When low, average, and high YT estimates are sepa-
rately analyzed, all pairwise comparisons between evaluation-set
conditions are significant (ps � 0.001). Modelers’ beliefs about

Table 2
Stimuli for Experiment 1

Candidate A Candidate B

Education BS in computer science
from UCSD

BS in computer science
from UCSD

GPA 3.8 3.1
Experience with YT has written 10 YT

programs
has written 70 YT

programs

Note. BS � bachelor of science; GPA � grade point average; UCSD �
University of California, San Diego.
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the distribution of YT experience exhibited a strong assimilation
effect, shifting markedly toward the statistics of the option-
samples they received.

How did the inferences of modelers impact the evaluations of
recipients? Figure 3B depicts the mean WTP judgments of recip-
ients as a function of the source of the YT background information
they received and the single option they evaluated. A familiar
pattern of evaluations emerges: Evaluations of A based on a YT
model inferred from sampling {A} exceeded evaluations of B
based on a model inferred from sampling {B}, though the differ-
ence fell short of significance (45.7 vs. 42.9 thousand), t(71) �
1.53, p � .13. In contrast, evaluations of A based on a model
inferred from sampling {A, B} fell well below evaluations of B
based on a model inferred from sampling {A, B} (38.2 vs. 47.6),
t(74) � 6.05, p � .0001. The inferences of modelers led to the
familiar JSR pattern in the valuations of recipients.

According to the options-as-information model, this JSR pattern
is caused by a contrast effect, in which poorer posterior models
lead to higher valuations of options. Confirming this prediction,

recipients’ valuations of A were higher when based on the inferior
(i.e., downward-shifted) models inferred from {A} rather than on
models inferred from {A, B}, t(72) � 4.43, p � .0001. Similarly,
WTPs for B were lower when based on the superior (i.e., upward-
shifted) models inferred from {B} rather than on models inferred
from {A, B}, t(73) � 2.74, p � .01. Improved models of the
market lead to diminished valuations of individual options.

Discussion

The results of Experiment 1 corroborate the core predictions of
the options-as-information model of JSRs. First, different samples
led to very different inferences. Modelers exhibited a strong as-
similation effect, with YT estimates gravitating toward the statis-
tics of the option-sample they encountered (Figure 4).2 Second,
recipients’ evaluations were driven by contrast to the background
information they received, with better models leading to lower
valuations of options. Compounding the effect of sample on
model, and the effect of model on WTP, we obtain a valuation
pattern (Figure 3B) that qualitatively reproduces the JSR in the
joint-separate design (Figure 3A).

These results have both normative and psychological implica-
tions. In normative terms, participants’ joint and separate evalua-
tions pass the test of coherence that is appropriate when prior
knowledge of the option space is limited. In psychological terms,
the fact that inferences from evaluation sets have the same effect
as the evaluation sets themselves suggests that the JSR may be
parsimoniously explained as a product of sampled-based inference.
Note that all recipients evaluated a single option on the basis of
equally detailed background information. The findings suggest that
beliefs about the market, rather than evaluation mode or the mere
quantity of information, are the critical factor in determining the
evaluation of options.

2 A possible concern about the YT estimates in Experiment 1 is that they
were provided only after participants had expressed their WTP judgments,
raising the possibility of cross-response contamination. However, in an
unpublished study including a similar modeler component but with no
WTP judgment preceding it, we found a pattern of YT estimates almost
identical to that depicted in Figure 4.

Figure 3. Mean willingness-to-pay judgments of modeler participants (A) and yoked recipient participants (B)
in Experiment 1. Standard error bars are shown.

Figure 4. Mean estimates for the low, average, and high YT values of
typical job candidates, provided by modeler participants in Experiment 1.
Standard error bars are shown.
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Evaluation Reversal Without Preference Reversal

JSRs are classed as preference reversals, in which the preference
ranking of d and e flips between joint and separate evaluation.
(Recall that d is the option that dominates on the difficult-to-
evaluate attribute, while e excels on the easy-to-evaluate attribute.)
We argue below that this classification is mistaken: JSRs are not
preference reversals.

JSRs are usually conceived as “effects of evaluation mode”
(joint vs. separate). However, note that evaluation set ({d}, {e}, or
{d, e}) rather than mode is the independent variable in these
experiments. In the normative model (Figures 1 and 2), each
evaluation set gives rise to a different posterior model, and hence
to a distinct preference order. Consequently, we cannot assume
that preferences are identical in the two separate evaluation con-
ditions ({d} and {e}).

The panels of Figure 5 illustrate how the same JSR can result
from very different underlying patterns of preference. In the fig-
ure, �{d}, �{e}, and �{d,e} denote the underlying preference
orders of a hypothetical DM in the three conditions of a joint-
separate experiment. The orders are represented by vertical arrays,
with higher points preferred to lower points. Figure 5A depicts
the basic observational facts: WTP(e|{e}) � WTP(d|{d}) and
WTP(d|{d, e}) � WTP(e|{d, e}). Figures 5B and 5C depict two
conflicting interpretations of these facts.

If we treat the separate evaluation conditions as interchangeable,
then, as Figure 5B illustrates, we can translate monetary indiffer-
ence points between �{d} and �{e}, leading to the conclusion that
“e is preferred to d in separate evaluation.” However, the data in a
joint-separate experiment are equally compatible with the under-
lying preference orders in Figure 5C, in which d is definitely
preferred to e in every condition, and hence there is no preference
reversal over the focal options. In fact, this underlying pattern of
preferences results from an options-as-information analysis, as we
now show.

Consider an arbitrary set V of options, and a specific option x,
not necessarily in V. Now obtain a new set V= by lowering (i.e.,
degrading) the attribute values in V. By normative assimilation, the
rational DM will infer a poorer distribution of the difficult-to-
evaluate attribute when V= rather than V is sampled. As the
posterior distribution shifts lower, the DM’s valuation of x will rise
by normative contrast. That is, the receipt of an inferior sample
leads to a “rising tide of valuation” that lifts all options. For
example, a candidate who has programmed 30 YT programs
emerges as better relative to the model inferred from sampling {A}
(10 programs) rather than {B} (70 programs).

When the evaluation set in the joint-separate design is {d, e}, we
observe that d is valued above e. Sampling {e} leads to a poorer
posterior model and should therefore increase the DM’s private
valuations of both d and e. However, there is no reason to think
that the ordering of d and e will reverse. Sampling {d} leads to a
superior posterior model, and thus should lower the valuations of
d and e, again without reversing their order. In the joint-separate
design, we thus elicit a separate evaluation of e (WTP[e|{e}]) when
d and e are both at “high tide,” and we obtain a separate evaluation
of d (WTP[d|{d}]) when d and e are both at “low tide.” Hence e
receives a higher separate evaluation than d. This creates the
illusion that “e is preferred to d in separate evaluation” when in
fact the DM definitely prefers d to e in all conditions (Figure 5C).

For example, in the programmer problem, sampling {A} rather
than {B} suggests a downward-shifted posterior distribution rela-
tive to which both candidates are better. Thus, the rational DM’s
private valuations of both A and B are higher when {A} rather than

Figure 5. Actual data (A) and possible interpretations (B and C) for a
prototypical joint-separate experiment. The preference orders in the three
experimental conditions are represented by vertical lines, in which higher
points are preferred to lower points. In reconstructing preference orders
from judgments, we assume that preferences are transitive, more money is
preferred to less, and strict indifference obtains between an option and its
stated willingness-to-pay. The pattern of preference orders in B follows if
the two separate evaluation conditions are treated as interchangeable. The
nonreversing pattern of preference orders in C emerges in the normative
model of inference and evaluation.
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{B} is sampled. This explains why separate evaluations are higher
for A than B, but does not imply that A is ever preferred to B.

The results of Experiment 1 suggest that the JSR is parsimoni-
ously explained by the inferences people draw from evaluation
sets, and the valuations they provide in light of these inferences.
Accordingly, to determine the implicit ordering of d and e in (for
example) �{d}, we must go beyond the joint-separate design, and
ask how e is evaluated when participants’ beliefs about the market
correspond to what would be inferred from sampling {d}. We ask
this question in Experiment 2. The answer suggests a new con-
ception of JSRs, as evaluation reversals without preference rever-
sal.3

The foregoing analysis reflects the fact that preference, a within-
subjects relation, is not captured in between-subjects comparisons
of evaluations. It echoes Birnbaum’s (1999) compelling warning
about the pitfalls of between-subjects comparison. In Birnbaum’s
study, the number 9 received higher ratings of subjective magni-
tude than 221 when the numbers were judged in isolation. Pre-
sumably, the numbers lead to different interpretations of the am-
biguous magnitude scale—9 suggests an interpretation of the scale
in which 10 counts as “large,” while 221 suggests an interpretation
in which 10 counts as “small.” Similarly, different separate eval-
uation contexts lead to different interpretations of the distribution
of the difficult-to-evaluate attribute, and thus to different assign-
ments of value to options. In both cases (ambiguous response scale
or poorly known attribute), the comparison of judgments across
different interpretations is not equivalent to a comparative judg-
ment within any interpretation.

Experiment 2

In Experiment 2, the posterior YT estimates of modelers from
Experiment 1 were provided as background information to a new
group of participants. Each Experiment 2 participant evaluated one
option, based on background information about the YT distribution
drawn from an Experiment 1 participant who saw one option.
Experiment 2 has four conditions, corresponding to the four pos-
sible combinations of model ({A}-based or {B}-based) and eval-
uated option (A or B). In this way, we unconfound the target of
evaluation from the base of inference. We can thus learn the
valuation of an option relative to the posterior model inferred when
the other option is sampled alone.

Method

Two hundred twenty-eight UCSD undergraduates participated
in Experiment 2 for partial credit in psychology courses. Data were
not obtained for one participant due to a computer error.

The background blurb and evaluation stimuli (programming
candidates) were identical to those in Experiment 1. All partici-
pants in Experiment 2 were “recipients.” Each participant received
background information about the YT distribution which, unbe-
knownst to the participant, was derived from an Experiment 1
modeler participant. In addition, each participant saw and evalu-
ated a single option—A or B. There were four conditions in
Experiment 2: A|{A}-recipients (n � 58) evaluated A and received
background information derived from a modeler who saw {A}.
Other conditions tested B|{A}-recipients (n � 55), A|{B}-
recipients (n � 58), and B|{B}-recipients (n � 56).

The A|{A} and B|{B} conditions directly replicate the corre-
sponding recipient conditions from Experiment 1. The B|{A} and
A|{B} conditions are new and allow us to ask about participants’
evaluation of each option, when their information about the YT
distribution corresponds to what would be inferred from evaluating
the other option. Participants were instructed to type a number
between 30 and 60 to indicate how many thousands of dollars they
would be willing to pay the candidate in the table.

We used the following procedure for sampling Experiment 1 YT
estimates. For each A|{A}-recipient in Experiment 2, the YT
estimate of a single {A}-modeler from Experiment 1 was selected
at random and provided as background information to this new
participant. The next B|{A} recipient on the same computer re-
ceived the same background information. This ensured that, while
{A}-based estimates were randomly sampled from Experiment 1
modelers, the distribution of received estimates would be the same
for the A|{A} and B|{A} conditions. The same procedure was used
for the A|{B} and B|{B} conditions. Due to a programming error,
three Experiment 1 modelers were inadvertently double-counted in
creating the parent set from which {A}-based estimates were
randomly sampled in Experiment 2 and also in creating the parent
set of {B}-based estimates. However, the discrepancy between the
Experiment 1 estimate populations and the sets from which esti-
mates were drawn in Experiment 2 was negligible.

Results

Four WTP responses were range-adjusted in Experiment 2. (See
Experiment 1 Method for details.)

Mean valuations for each option under each posterior model are
depicted in Figure 6. When posterior models were inferred from
sampling {A}, mean WTP was higher for B than for A (48.6 vs.
44.9 thousand), t(111) � 2.40, p � .02. Likewise, when posterior
models were inferred from sampling {B}, mean WTP was higher
for B than A (41.0 vs. 36.9 thousand), t(112) � 3.05, p � .01. The
ordering of the focal options is the same for both model types, and
corresponds to the ordering (B � A) seen under joint evaluation in
Experiment 1.

The inset in Figure 6 shows how this pattern of valuations
creates the illusion that “A is preferred to B in separate evalua-
tion.” The inset reproduces the subset of the data in which an
option was evaluated on the basis of a model inferred from
sampling that option. According to the options-as-information
model, this is the process that leads to separate evaluations in the
standard design. Mean WTP for A based on a model inferred from
{A} (44.9 thousand) exceeded mean WTP for B based on a model
inferred from {B} (41.0 thousand). This pattern reproduces that

3 There is a technical sense in which the standard JSR might be said to
involve a preference reversal, but not one involving the ordering of the
focal options (i.e., A and B in Experiments 1 and 2). The same may be said
of any experiment in which a between-subjects variable influences valua-
tions of a fixed option a. In particular, suppose the valuation WTP1(a) in
Condition 1 exceeds the valuation WTP2(a) in Condition 2, and let $m be
any monetary amount between WTP1(a) and WTP2(a). If the DM is strictly
indifferent between an option and its stated cash equivalent, it follows that
a is preferred to $m in Condition 1 while $m is preferred to a in Condition
2. Of course, JSRs are generally classified as preference reversals because
they are believed (erroneously, we argue) to imply a reordering of the focal
options, and not because they demonstrate reversals between each option
and the monetary amounts in between its two stated WTPs.
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found in the corresponding conditions of Experiment 1, and in
Experiment 2 this difference was significant, t(112) � 2.67, p �
.01. Experiment 2 thus reproduces the “separate evaluation” ad-
vantage for A over B,4 while also demonstrating that B is valued
above A in every information state.

Discussion

Experiment 2 unconfounded the base of inference from the
target of evaluation. We found that sampling {A} leads to a rising
tide of evaluation that lifts both A and B by similar amounts. This
explains why A receives higher separate evaluations than B in the
joint-separate design. However, the ordering of separate evalua-
tions does not correspond to any preference order, as B receives a
higher WTP relative to every posterior model.

Taken together, the results of Experiments 1 and 2 can be
summarized as follows. First, the sampling of options has predict-
able effects on beliefs about the market—the market appears worse
when {A} rather than {B} is sampled. Second, beliefs about the
market have predictable effects on the valuation of options—both
A and B are valued more highly when the market appears worse.
Putting these two effects together, we obtain a standard JSR
(Experiment 1). However, we obtain no reversal of preference
between A and B (Experiment 2).

Varieties of Joint Evaluation

In the standard joint-separate design, two options are seen in the
joint evaluation condition. However, as we noted earlier, the
evaluability hypothesis makes predictions for the more general
design, in which participants may see {d}, {e}, or a set U with {d,
e} � U. In this section, we extend the options-as-information
analysis to designs with larger joint-evaluation sets. We show that
the normative model predicts (a) systematic violations of the EI
and (b) a novel class of rational preference reversals.

The Evaluability Inequality Revisited

Recall that the evaluability hypothesis predicts the EI, which
states that the joint-evaluation advantage for d over e exceeds its
separate-evaluation advantage. Formally, �joint � WTP(d|U) �
WTP(e|U) � WTP(d|{d}) � WTP(e|{e}) � �sep.

The normative model also predicts the EI in the standard two-
option design. This is because model-normalized levels of the
difficult-to-evaluate attribute hardly differ when a single option is
sampled (leading to lower �sep)—but, relative to the common
posterior model inferred when {d, e} is sampled, d is superior to e
(leading to higher �joint). However, matters are different in multi-
option designs with U � {d, e}. In this case, the additional
elements of U provide additional information about the variability
of the difficult-to-evaluate attribute. For example, consider two
possible sets of sampled values on the difficult-to-evaluate attri-
bute: D1 � {10, 20, 12, 17} and D2 � {10, 20, 240, 350}. These
two sets suggest different posterior models of market variability
for the attribute. The fixed numerical difference of 10 between the
first two values translates into a large percentile difference in
the model inferred from D1, and to a small percentile difference
in the model inferred from D2. In general, if the difference between
d and e on the attribute is very small relative to the variability in
U, then the model-relative standing of d will be drawn toward the
model-relative standing of e, and �joint, like �sep, will diminish
with increasing assimilation. The EI will no longer be stable in this
case. Alternatively, if the difference between d and e is very large
relative to the variability in U, increasing assimilation will increase
�joint, inflating the EI.

The options-as-information model thus identifies boundary con-
ditions for the evaluability hypothesis: In multi-option designs, the
EI will hold up when the values of the focal options on the
difficult-to-evaluate attribute are distant relative to the variability
in U, but the EI will become unstable when the focal options are
close relative to the variability in U. Experiment 3 below provides
a test of this prediction.

Rational Preference Reversals

When the distance between focal options is small relative to the
variability of U, the normative model makes a further prediction.
Consider the CD changers in Table 3, each defined by the number
of CDs carried and by a measure of sound distortion (the “Sound
Distortion Index” or “SDI”). Lower values of SDI indicate higher
sound quality. CD changers A and B are identical to the stimuli in
Study 4 of Hsee (1996), except that we have replaced the authentic
but unfamiliar measure of distortion used there with the invented
measure of SDI. In that study, some participants saw {A}, some
saw {B}, and the remaining participants saw U � {A, B}. A
typical JSR was found. A received higher separate evaluations than
B, but participants paid more for B in joint evaluation.

4 To confirm the reliability of the effect across both experiments, we ran
a 2 � 2 ANOVA with experiment (1 or 2) and recipient-condition (A|{A}
and B|{B}) as between-subjects factors, and stated WTP as the dependent
variable. The analysis reveals a main effect of condition, with higher WTPs
provided by A|{A} than B|{B} recipients, F(1, 183) � 8.19, p � .005.
Neither the main effect of experiment nor the experiment-by-condition
interaction is significant (ps � 0.25).

Figure 6. Mean willingness-to-pay judgments in Experiment 2. Regard-
less of whether the model they receive is inferred from {A} or {B},
recipients’ valuations are higher for B than A. However, as the inset shows,
the valuation of A based on a model inferred from {A} exceeds the
valuation of B based on a model inferred from {B}.
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Now consider the expanded evaluation set U= � {A, B, C, D}.
According to the normative model, sampling U= suggests a poste-
rior SDI distribution relative to which the numerical difference
between A and B is negligible. With increasing assimilation, then,
the valuations of A and B relative to the posterior model inferred
from sampling U= are differentiated only by CD capacity, which
favors CD changer A. Thus A should receive a higher valuation
than B when U= is sampled. In this case, the option that is inferior
on the difficult-to-evaluate attribute should be preferred in joint
evaluation.

Consider a design that compares a “double evaluation” condi-
tion, in which {A, B} is evaluated, with a “quadruple evaluation”
condition in which {A, B, C, D} is evaluated. The options-as-
information model predicts a rational preference reversal in this
design, with B valued above A in double evaluation while A is
valued above B in quadruple evaluation. This evaluation reversal
would be a true preference reversal, unlike the JSR in the standard
two-option design. Because each participant evaluates A and B at
the same time, the order of preference can be inferred from the
order of valuation.

The predicted effect could also be explained by range-frequency
theory (Parducci, 1965, 1995). In a range-frequency model, the
subjective value assigned to an objective attribute is a weighted
average of (a) its relative rank in the stimulus set, and (b) its
relative position in the range defined by the extreme stimuli in the
set (cf. Wedell & Pettibone, 1996). Relative to the {A, B} condi-
tion, A rises in proportional rank and range-relative position for
SDI in the {A, B, C, D} condition, but B does not. Thus, a
range-frequency analysis, like the normative model, would predict
higher evaluations for A (but not B) in quadruple relative to double
evaluation.

Note, however, that the normative model makes specific pre-
dictions about the relationship between valuations across a range
of contexts. For example, the normative model predicts that
WTP(B|{A,B,C,D}) � WTP(B|{A,B}) � WTP(B|{B}), as the
inferred SDI distribution progressively improves from the first
context to the last. However, the range-relative position and pro-
portional rank of B are maximal in both the {A, B, C, D} and {A,
B} contexts and undefined in the {B} context (where there is no
range). To reproduce these normative predictions, a range-
frequency account would have to assume that invoked subjective
contexts differ from the presented objective contexts. Moreover,
the implicit contexts suggested by the presented contexts would
presumably have to be similar to the posterior models inferred
from the evaluation sets. While the notion that stimulus sets evoke
richer implicit contexts is consistent with range-frequency theory
(Parducci, 1995), we think the normative model provides a more
direct and parsimonious account of the above inequalities.

The predicted preference reversal is related to several known
effects of “global context”—i.e., of attribute values seen on earlier
experimental trials, or in an extended set of background options.
When, in the global context, one attribute range is contracted and
the other is expanded, preferences shift toward the option that
excels on the contracted attribute (Mellers & Cooke, 1994, 1996;
Stewart, 2009). Such effects may weaken when attributes are
better-known (Mellers & Cooke, 1994). Similarly, when only one
attribute is difficult to evaluate, simultaneous contraction of both
ranges shifts preferences toward the option that is best on this
attribute (Yeung & Soman, 2005). Prior accounts have attributed
these findings to range-frequency theory or to Stewart, Chater, and
Brown’s (2006) decision by sampling theory. We note that these
effects can also be explained by the options-as-information model:
In posterior models inferred from a contracted attribute range, a
fixed objective difference translates into a larger model-
normalized difference, and this effect should be most pronounced
when attributes are least familiar.

In summary, the options-as-information model explains why the
evaluability hypothesis makes correct predictions in two-option
designs. Both accounts predict the EI (�joint � �sep) in this case.
However, unlike the evaluability hypothesis, the normative model
entails a breakdown of the EI when the variability of the joint-
evaluation set is large relative to the numerical spacing of the focal
options. Going further, the model predicts a novel (and rational)
preference reversal, in which the ranking of focal options differs in
different varieties of joint evaluation. These predictions are tested
in Experiment 3.

Experiment 3

Method

Two hundred twenty-five UCSD undergraduates participated in
Experiment 3 for partial credit in psychology courses. One partic-
ipant who responded with a WTP range when a single number was
requested was excluded. A paper-and-pencil questionnaire asked
participants to:

Imagine that you own a large CD collection, and you decide to buy a
new CD changer at an electronics store. (A CD changer is a CD player
that holds multiple CDs at the same time.) You plan to spend between
$150 and $300 on a CD changer.

A table displayed specifications for between one and four CD
changers. Each product was defined in terms of “CD capacity” and
“Sound quality,” the latter indexed by a measure called “SDI.”
Participants were told that CD capacity refers to the number of
CDs the changer could hold. They were also informed that “SDI”
stands for “Sound Distortion Index,” and that “The smaller the SDI
value, the better the sound quality.”

The CD changers in Experiment 3 were drawn from the set {A,
B, C, D} defined in Table 3. Participants in a quadruple evaluation
condition (n � 57) saw all four CD changers. Participants in a
double evaluation condition (n � 56) saw only CD changers A and
B. Participants in a {A} evaluation condition (n � 55) and in a {B}
evaluation condition (n � 56) saw only one product. The letter
name of the CD changer was omitted in the two separate evalua-
tion conditions. Below the stimulus table, between one and four
WTP questions were printed. Participants were instructed that they
could answer with any value between 150 and 300.

Table 3
Stimuli for Experiment 3

CD capacity Sound quality

CD changer A 20 SDI � .01%
CD changer B 5 SDI � .003%
CD changer C 15 SDI � 39.42%
CD changer D 10 SDI � 58.77%

Note. SDI � Sound Distortion Index.
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Results

Eight individual WTP responses for the focal options (CD
changers A and B) were range-adjusted, as were nine responses for
the nonfocal options (C and D). (See Experiment 1 Method for
details.)

Figure 7 depicts mean WTP for the focal options in the four
evaluation-set conditions. In the separate-evaluation conditions,
WTP for A when {A} was presented exceeded WTP for B when
{B} was presented (205.5 vs. 187.7), t(109) � 2.27, p � .03. In
contrast, in the double-evaluation condition, WTP was lower for A
than for B (193.1 vs. 205.1), t(55) � 1.49, p � .14. These
comparisons replicate Hsee (1996), although the joint-evaluation
advantage for B fell short of significance. In the quadruple-
evaluation condition, WTP was once again higher for A than B
(261.6 vs. 218.3), t(56) � 5.25, p � .0001, as predicted by the
options-as-information model. Not surprisingly, WTPs were very
low for the further options C (174.0) and D (151.9) in this condi-
tion.

The options-as-information model predicts a preference rever-
sal, in which A is valued above B more often in the {A, B, C, D}
condition than in the {A, B} condition. The analyses reported
above focused on mean WTP. In comparing two joint evaluation
conditions, a more direct test of preference reversal determines
rates of preference by considering how often individual partici-
pants value one option over another. By this measure, A was
preferred to B 30.4% of the time in the {A, B} condition, while B
was preferred to A 57.1% of the time (with 12.5% of participants
assigning equal value to the two options). In the {A, B, C, D}
condition, A was preferred to B 77.2% of the time and B was
preferred to A 15.8% of the time (with an indifference rate of
7.0%). A’s preference share was thus significantly above 50%
when {A, B, C, D} was sampled (p � .0001) and significantly
below 50% when {A, B} was seen (p � .01). Participants in
Experiment 3 exhibited the preference reversal predicted by the
normative model.

The evaluability hypothesis predicts that the EI should hold in
the comparison of single and quadruple evaluation. That is,

�joint � WTP(B|U) � WTP(A|U) should be greater than �sep �
WTP(B|{B}) � WTP(A|{A}) when U � {A, B, C, D}. Contrary to
the evaluability hypothesis, we found that �joint � �43.2 was less
than �sep � �17.7 for the quadruple evaluation set. To confirm the
significance of this EI violation, we conducted a 2 (option: A or
B) � 2 (set size: single or quadruple) analysis of variance
(ANOVA), in which the dependent variable was stated WTP.5 The
ANOVA revealed main effects of both option, with A receiving
higher valuations than B overall, F(1, 221) � 27.66, p � .001, and
set size, with both A and B receiving higher valuations for qua-
druple relative to single sets, F(1, 221) � 55.99, p � .001.
Importantly, the interaction between option and set size was sig-
nificant, F(1, 221) � 4.86, p � .03. That is, B’s WTP advantage
over A in “quadruple evaluation” exceeded its advantage across
the separate evaluation conditions.

Discussion

The evaluability hypothesis and the options-as-information
model make different predictions in Experiment 3. The former
predicts that the EI will hold in the comparison of single and
quadruple evaluation. Instead, and consistent with the normative
model, we found a reversal of the EI (�sep � �joint) when the joint
evaluation set was {A, B, C, D}. Furthermore, the normative
model predicts a rational preference reversal across joint evalua-
tion conditions, with B preferred to A in double evaluation while
A is preferred to B in quadruple evaluation. The predicted prefer-
ence reversal was confirmed. In this analysis, within-subjects WTP
orderings in a fixed information state provide a valid measure of
individual preference. The reversal emerges at the group level,
when we compare, between-subjects, rates of individual prefer-
ence across the joint evaluation conditions.

We noted earlier that the options-as-information model predicts
a finer-grained pattern of evaluations in Experiment 3. Relative to
the {A} condition, valuations of A should be lower when {A, B}
is sampled (upward-shifted posterior model) but higher when {A,
B, C, D} is sampled (downward-shifted model). Relative to the
{B} condition, valuations of B should be higher in the {A, B}
condition (downward-shifted model) and higher still in the {A, B,
C, D} condition (further downward-shifted model). This exact
pattern of evaluations was seen in Experiment 3.6 While these
findings are not incompatible with a range-frequency account
(Parducci, 1995), they are specifically predicted—and, we think,
most parsimoniously explained—by the normative model.

It is instructive to fully unpack the findings of Experiment 3
from the options-as-information perspective. Although separate
evaluations are higher for A than B, the model implies that B is
preferred to A in both separate evaluation conditions. In terms of
our earlier notation, where � { · · · } denotes the DM’s underlying
preferences when set { · · · } is sampled, we have B �{A} A and
B �{B} A. In double evaluation, the same relation holds: B �{A,B}

A. But in quadruple evaluation, DMs infer that the SDI difference

5 Note that this analysis does not have a repeated-measures compo-
nent—i.e., it treats evaluations of A and B as two independent samples in
both the single and quadruple contexts.

6 All pairwise comparisons were in the direction predicted by the nor-
mative model. All were individually significant, with the exception of the
A|{A} v. A|{A, B} and B|{A, B} v. B|{A, B, C, D} comparisons (ps �
0.12).

Figure 7. Mean willingness-to-pay judgments for the two focal CD
changers across the four evaluation sets in Experiment 3. Standard error
bars are shown.
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between A and B is negligible relative to the empirical variability
of the attribute. The result is a preference reversal, relative to all
other conditions, with A �{A,B,C,D} B.

Thus, in addition to the demonstrated preference reversal be-
tween the {A, B} and {A, B, C, D} conditions, the options-as-
information model implies a theoretical preference reversal be-
tween the {A, B, C, D} condition and each separate evaluation
condition ({A} and {B}). That is, the option that is superior on the
difficult-to-evaluate attribute is preferred in each separate evalu-
ation condition, while the option that is superior on the easy-to-
evaluate attribute is preferred in the joint evaluation condition.
These preference reversals invert the traditional picture of separate
and joint evaluation.

Application to Related Paradigms

The evaluability hypothesis has been deployed to explain find-
ings in several related experimental paradigms. In this section, we
survey some of these findings—concerning the effects of refer-
ence information (Hsee & Leclerc, 1998; Willemsen & Keren,
2004), the “less-is-better” effect (Hsee, 1998; List, 2002), and
metacognitive judgments of attribute impact (Hsee, 2000). We
suggest that these phenomena are naturally explained by the
options-as-information model.

Effects of Reference

Hsee and Leclerc (1998) studied the combined valuation of two
options, in choice problems where both attributes could be
difficult-to-evaluate. The question was whether the sum of sepa-
rate evaluations (	SE) would be greater or less than the sum of
joint evaluations (	JE). The studies examined the impact of “ref-
erence information” on the relation between sums. The “reference”
was operationalized either as the typical participant’s prior beliefs
about the average values of the attributes or as a description of
another product recently bought by a friend. When the reference
was inferior to both options, the researchers found that 	SE �
	JE. However, when the reference was superior to both options,
	JE � 	SE This finding was replicated by Willemsen and Keren
(2004).

The normative model predicts this pattern of results. Note that,
whether it is an uncertain prior belief or an additional option
sampled, “the reference” should make a larger contribution to the
DM’s posterior model when only one option is presented than
when two options are sampled. Therefore, when both options lie
on the same side of the reference, the posterior distribution will be
closer to the reference, on average, for one-option than two-option
samples.

When the reference is inferior, the model inferred from one-
option samples will thus be poorer than the model inferred from
two-option samples. By normative contrast, overall valuations will
be higher for the one-option samples: 	SE � 	JE. Conversely, for
a superior reference, the model inferred from the one-option sam-
ples will be better than that inferred from the two-option sample;
therefore, by normative contrast, 	JE � 	SE. Reference effects
naturally fall out of the normative model, because larger samples
more effectively dilute reference information.

The “Less-Is-Better” Effect

Hsee (1998) reported experiments in which an option receives a
higher separate evaluation than a second option which apparently
dominates it. A representative study involved two dinnerware sets
in a clearance sale—one with 24 pieces, and a second with 40
pieces, of which nine were broken (i.e., a total of 31 intact pieces).
The smaller set received lower joint evaluations but higher sepa-
rate evaluations. A similar effect was found in a market study by
List (2002). Reflecting on the order of separate evaluations in these
studies, Kahneman (2011) wrote that “from the perspective of
economic theory, this result is troubling,” because “adding a
positively valued item to the set can only increase its value.” (p.
161).

However, an options-as-information analysis explains the “less-
is-better” effect while defusing the apparent violation of domi-
nance. In the dinnerware study, the total size of the set(s) sampled
may support an inference about the distribution of set sizes on the
market. The number of intact pieces in a set, relative to this
inferred distribution, determines its valuation. When sets are sam-
pled alone, the larger set has a lower model-normalized number of
intact pieces, relative to the upward-shifted distribution inferred
from its total size (40 pieces). The larger set thus receives a lower
separate evaluation. However, relative to every fixed model, more
intact pieces are preferred to fewer.

The above discussion ignores further inferences that may also
contribute to effects in this paradigm. For example, one may
naturally suppose that a clearance sale featuring a partly broken
dinnerware set is likely to involve lower quality items in general.
This would depress separate evaluations of the larger but not the
smaller set. In joint evaluation, the two sets are part of the same
sale, and inferences about general quality apply to both sets
equally. Similar inferences may have played a role in List’s (2002)
study of buyers and dealers in a baseball card market. In this study,
a base set of 10 mint-condition cards received lower separate
evaluations than a larger set in which three low-quality cards were
added. This effect may be explained by inferences from options,
on the plausible assumptions that (a) evaluators are uncertain about
the value of individual cards, and (b) card value is positively
correlated within sets sold on the market. This analysis predicts
that effect sizes should diminish with increasing prior knowledge
of card value. Indeed, dealers, who were presumably more knowl-
edgeable than buyers, exhibited markedly diminished effects in
List’s (2002) study.

Metacognitive Judgment

In a study reported by Hsee (2000), candidates for a program-
ming position varied in personal appearance (unkempt or well-
groomed) and experience (number of programs written). Each
participant evaluated a single candidate, with levels of appearance
and experience independently varied in a between-subjects design.
Participants also provided metacognitive reports concerning the
attributes’ relative influence on their judgments. The findings were
that (a) level of appearance influenced judgments, (b) level of
experience did not influence judgments, but (c) a substantial ma-
jority of participants reported that they were more influenced by
experience than appearance. This was deemed a metacognitive
error, as “beliefs were grossly inconsistent with the actual influ-
ence of the attributes” (Hsee, 2000, p. 561).
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However, if model-normalized attribute values play a causal role
in the evaluation process, then participants’ metacognitive beliefs
are consistent with their valuations. Extrapolating from Experi-
ment 1, each candidate’s experience level in this experiment would
be normalized to the same value (about average) relative to the
posterior model of experience inferred when that candidate is seen
alone. As a result, normalized experience does not vary in this
experiment, and its influence on valuation cannot be determined.
Nonetheless, metacognitive reports (that experience was weighted
more heavily than appearance in the valuation process) align with
the options-as-information model, and the model predicts the pat-
tern of judgments that was observed.

General Discussion

When prior knowledge of attributes is limited, options are
informative. Rational choice then emerges from a two-stage pro-
cess of inference and evaluation. We showed that, when a single
important attribute is poorly known, this process can lead to JSRs
in multi-attribute evaluation. Three experiments supported the
descriptive validity of this normative analysis. Inferences drawn
from evaluation sets have the same effect as the evaluation sets
themselves (Experiment 1). That is, sample-based inferences suf-
fice to reproduce the pattern of valuations in a JSR, even when
evaluation mode is always separate and the total quantity of
information is fixed. However, JSRs are not preference reversals;
the ordering of evaluations is the same relative to all inferred
models (Experiment 2). Furthermore, the model explains the
break-down of the EI and predicts the emergence of novel prefer-
ence reversals, in expanded designs involving more than two
options (Experiment 3). The model also provides a natural expla-
nation of behavior in several variants of the joint-separate para-
digm. It can account for effects of reference and the “less-is-better”
effect, and it suggests that metacognitive reports about the impact
of attributes may be faithful descriptions of the process of evalu-
ation.

The options-as-information model explains why the evaluability
hypothesis works in standard designs and identifies its boundary
conditions in multi-option experiments. It also suggests a revised
view of the decision theory and rationality of these effects. Hsee
and Zhang (2010, p. 348) expressed a commonly held assessment
of JSRs when they wrote, “Intuitively, two items (e.g., two job
candidates) evaluated comparatively (i.e., in JE) or separately (i.e.,
in SE) should yield the same preference ranking. If Candidate A is
rated more favorably than Candidate B in JE, then A should also
be rated more favorably than B in SE. In reality, preference
ranking often reverses between JE and SE.” The present analysis
supports a different assessment, according to which some widely
studied JSRs are neither preference reversals nor counter-
normative.

The evaluability hypothesis states that the impact of difficult-
to-evaluate attributes is greater in joint than in separate evaluation.
In some expositions, this “impact” hypothesis is translated into a
statement about attribute weights; that is, it is assumed that joint
and separate evaluation processes make use of distinct underlying
attribute weights (e.g., Bazerman et al., 1999; Shafir & LeBeouf,
2004). The present analysis makes clear that JSRs do not imply
inconsistent weighting of attributes. In the rWADD model, fixed
weights are assigned to model-normalized attributes, and simple

belief updating is sufficient to explain the emergence of a JSR.
More generally, JSRs do not imply that joint and separate evalu-
ation tap into different cognitive processes.

Recently, Hsee and Zhang (2010) proposed GET, which refines
and extends the evaluability hypothesis. Its core postulate is a
general positive relationship between attribute evaluability and
value sensitivity, where the latter is defined as the difference in
valuation that results from a fixed objective increment on the
attribute. The theory retains the concept of evaluation mode and
identifies it as a major determinant of evaluability: Provided that
prior knowledge is low and attributes do not map onto an innate
psychological scale, evaluability is higher when multiple options
are judged than when one option is considered in isolation. This
principle, taken jointly with GET’s core postulate, predicts the
EI—greater value sensitivity for poorly known attributes in joint
than separate evaluation. Experiment 3 of the present article pro-
vides a counterexample to this prediction. “Value sensitivity” to an
unknown index of sound distortion was lower within the {A, B, C,
D} (“JE”) condition than across the {A} and {B} (“SE”) condi-
tions. The options-as-information model accounts for this phenom-
enon by considering a range of individual contexts (in place of the
joint-separate dichotomy) and a larger space of posterior models
(in place of the unidimensional construct of evaluability).

Participants’ behavior in these experiments was consistent with
the normative model. However, it is important to note that the
normative model only makes predictions about certain aspects of
behavior (and not others). First, the model predicts that, for attri-
butes that are poorly known, the parameters of the posterior model
will be drawn toward the statistics of the option sample. The
judgments of modelers in Experiment 1 clearly conform to this
qualitative prediction. Importantly, however, the normative model
does not specify the size of this assimilation effect. As noted
earlier, the magnitude of the normative assimilation effect depends
on the DM’s assumptions about the process whereby options are
sampled (e.g., whether sampling is representative or random) and
on the details of the DM’s task strategy (e.g., whether an average
or a modal model is used; cf. footnote 1). Therefore, while the
inferences of modelers in Experiment 1 are qualitatively reason-
able, no strong claims can be made about their quantitative opti-
mality. We cannot say whether participants employ a fully ade-
quate algorithm in updating their beliefs, or, in particular, whether
they would be appropriately sensitive to explicit information about
the sampling process if it were provided.

The normative model does, however, make a strong additional
prediction. It implies that, whatever inferences are drawn from
different contexts, the effects of inferences on evaluations should
match the effects of context. This, we have argued, is the appro-
priate test of coherence in the joint-separate design. Experiments 1
and 2 provide striking evidence that participants’ evaluations are
coherent in this sense.

The present work, like the study of JSRs more generally, is
situated in a research tradition which identifies rationality with
coherence. In this tradition, the theorist does not dictate substan-
tive preferences to the DM, but requires only that judgments and
choices be coherent. That is, evaluations elicited in varying ways
should converge on a single underlying representation of value.
Those who regard JSRs as irrational do so because the effects seem
to violate this consistency requirement. However, this assessment
overlooks an important qualification: Rational choice implies con-
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sistency within, but not across, states of information. When dif-
ferent contexts lead to different inferences, the evaluations that
result need not converge on a single representation of value.
Notably, however, it is possible to examine coherence across
information states—that is, to assess dynamic coherence when
beliefs are fluid, rather than static coherence when beliefs are
fixed. The assessment of dynamic coherence requires tailored
research designs, which ask whether evolving beliefs and evolving
preferences mutually cohere. The yoked modeler-recipient task
reported here was designed to address this question. The results
indicate that JSRs are dynamically coherent.

The remainder of this discussion is organized as follows. First,
we situate our contribution in the broader literature on preference
reversals and context effects. Next, we consider some conceptual
and methodological limitations of the present analysis. We con-
clude with some comments on rational choice in context.

Scope

While the options-as-information model provides a natural ac-
count of one widely studied class of JSRs, it does not explain all
apparent preference reversals. First, the model does not apply to
effects of “response mode” rather than evaluation context. In these
paradigms, the ordering of options reverses when different types of
response are made—e.g., choice versus pricing (Lichtenstein &
Slovic, 1971), other comparative versus noncomparative judgment
scales (Nowlis & Simonson, 1997), and predicted experience
versus decision (Hsee, 1999; Hsee, Zhang, Yu, & Xi, 2003).
Because response mode effects are obtained even when the context
of evaluation is constant, they do not reflect inferences from the set
of options sampled.

Second, the model does not apply to JSRs that stem from
incommensurability rather than ignorance—i.e., from the difficul-
ties of trading off disparate social goods against one another and
against private goods. For example, people may allocate more to
environmental preservation when it is contemplated alone, but pay
more to combat a human illness when the programs are directly
compared (Kahneman & Ritov, 1994). Similarly, WTP for en-
hancement of a consumer good may exceed WTP for air quality
improvement when these options are considered separately, even if
people prefer air quality improvement when the options are con-
sidered jointly (Irwin et al., 1993). In these problems, the relevant
options come from radically different categories, and the attributes
of one option are therefore unlikely to impact the interpretation of
the second option’s attributes. Rather, these problems presumably
arise because different options tap into different underlying met-
rics of psychological value (e.g., personal consumption vs. social
welfare), and it is easier to scale options within metrics than to
make trade-offs across metrics. Indeed, the problem of reconciling
apparently incommensurable values (e.g., how many acres of
restored habitat is a human life worth?) presents as formidable a
challenge to ethicists (Chang, 1997), legal theorists (Adler, 1998),
and economists (Sen, 1980) as it does to participants in decision
making experiments. It falls beyond the scope of the present
model.

We also note that simpler kinds of JSR may be generated with
noninformational manipulations. In particular, as we explain in a
footnote,7 it should be possible to leverage any between-subjects
effect of a transparently irrelevant variable to yield a JSR in a

suitable design. In summary, while the options-as-information
model provides a natural explanation for JSRs involving a single
unfamiliar attribute, it does not purport to explain all preference
reversals or all JSRs.

Going beyond JSRs, an options-as-information analysis may
shed light on some regularity violations in the literature on context
effects. The principle of regularity states that adding options to a
choice set should not increase the popularity of any item in the
original set. However, if attributes are poorly known, added op-
tions may convey new information about the underlying attribute
distribution, and regularity violations can be rational. This sugges-
tion is consistent with several models and findings in the literature.
Ratneshwar, Shocker, and Steward (1987) suggested an informa-
tional interpretation of asymmetric dominance effects, in which an
added “decoy” option draws preference share to an option that
dominates it (Huber, Payne, & Puto, 1982). The decoy may sug-
gest that the option that dominates it is relatively strong on both
attributes (or that it features an unusually favorable cross-attribute
trade-off). In a kindred development from economics, Kamenica
(2008) has proposed an informational analysis of the emergence of
context effects in market settings. Kamenica’s analysis focuses on
the compromise effect (Simonson, 1989) and choice overload
(Iyengar & Lepper, 2000), and he remarks that similar consider-
ations may apply to JSRs. In addition, as we noted earlier, an
options-as-information analysis may shed light on several effects
of global background context on choice (Mellers & Cooke, 1994;
Stewart, 2009; Yeung & Soman, 2005), related to the preference
reversal in Experiment 3. A fuller delineation of the scope and
limits of sample-based inference in the broader literature on con-
text effects is, we think, an important task for future research.
Applying the yoked modeler-recipient design developed here to a
range of experimental context effects might usefully contribute to
that effort.

Limitations

This section considers limitations of the present model. We
discuss idealizations in the model and then highlight some presup-
positions of the methodology used to test it.

Model. In modeling belief updating in the joint-separate de-
sign, we excluded inferences involving the easy-to-evaluate attri-
bute. In principle, this attribute may figure in two types of infer-
ence. First, if this attribute it not perfectly known, DMs may draw
weak inferences about its distribution. Second, if DMs believe that
quality is positively correlated across attributes, values on the
familiar attribute may reasonably influence interpretations of the
corresponding values on the unfamiliar attribute.

These omissions conveniently simplified the model but are
unlikely to affect its main predictions. First, to establish the EI,

7 For example, suppose that, by associative priming, people are biased to
assign higher benevolence ratings to the actions of a person named Good-
man rather than Baddeley. The actor’s name is a transparently irrelevant
variable that, by supposition, has a between-subjects effect on ratings. Now
take Goodman’s action, enhance its moral properties by an increment
smaller than the priming effect, and attribute this marginally enhanced
action to Baddeley. The natural prediction is that Goodman’s deed will
receive a higher average benevolence rating than Baddeley’s when acts are
evaluated in isolation, but Baddeley’s action will receive a higher rating
when the acts are considered jointly.
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we require only that normative assimilation be far stronger for
the difficult- than for the easy-to-evaluate attribute. This will be
true even if there is nonzero assimilation for the latter. Second,
inferences from cross-attribute correlations, while not neces-
sary for the EI, may simply serve to reinforce it. For example,
in the programmer problem, A’s high GPA may suggest a
better-than-average YT score when this candidate is seen in
isolation, inflating the EI.

Whatever form they take, the inferences participants draw
must operate on attended and remembered information only,
subject to general capacity limits of attention and working
memory (Cowan, 2001; Miller, 1956; Pashler, 1998). Because
the standard joint-separate design involves unlimited viewing
of a few attribute values, capacity limits are unlikely to seri-
ously constrain inference in this case, and were not included in
the present model. However, in designs that feature more attri-
bute information and/or sequential rather than simultaneous
presentation of options, capacity limits may become important.
Thus the conditions of a joint-separate design can sometimes be
implemented within-subjects, especially if the conditions are
spaced out and interrupted with filler tasks to minimize memory
carryover (González-Vallejo & Moran, 2001).8

Method. To test the model, Experiments 1 and 2 employed
a modeler-recipient methodology. This design sought to ap-
proximate the critical thought experiment, in which the poste-
rior worldview of one DM is transplanted into the mind of a
second DM. The quality of the approximation depends on
several important assumptions.

First, the descriptions provided by modelers—while neces-
sarily crude and vague—must adequately capture the relevant
aspects of their posterior view of the market. The efficacy of the
design thus requires that these aspects have been identified and
that the researcher has selected a question that targets them.
Second, recipients must adequately attend to the (relatively
pallid) background information. Third, recipients must take the
background information at face value, even if (as in the A|{B}
and B|{A} conditions of Experiment 2) it appears to conflict
with the more vivid foreground evaluation set. Note that, in
principle, recipients might discount the background information
and incorporate the foreground information into their own pos-
terior models.

The results of Experiments 1–2 clearly indicate that recipi-
ents attended to the background information they were given,
and strongly suggest that they took it at face value. However,
background information may not be taken at face value (or be
adequately attended) if the foreground evaluation set is made
larger, particularly when foreground and background informa-
tion seem to conflict. Indeed, in an unpublished study in which
recipients were confronted with a two-option rather than a
single-option foreground evaluation set, we found only weak
and erratic effects of background information.9 These consid-
erations suggest that the modeler-recipient design may form a
good approximation to the critical thought experiment only
when conflicting foreground information is minimized.

Rationality in Context

Rational choice theory assumes coherent preferences in a
given information state. However, rational actors must be per-

mitted to learn—i.e., to move from one preference order to
another as new information about the world is acquired. As a
result, rational preferences and evaluations will generally be
consistent within but not across states of information. When
prior knowledge of attribute distributions is limited, the context
of evaluation is potentially informative and context effects are
potentially rational.

In joint-separate experiments, prior knowledge of one attri-
bute is minimal by design. Participants are asked to form
evaluations based on attributes, for one of which the sample of
presented values is, in effect, the only information they have. In
such circumstances, the best the participant can do is to con-
struct an interpretation of the attribute on the basis of the
contextual information, and form evaluations accordingly.
However, informative contexts are not limited to the laboratory.
In the wider world, the context of choice often serves both as a
menu of options and a source of information.

Of course, contexts can be misleading. Even the best infer-
ence from the best available information will sometimes lead to
inaccurate models and unfortunate choices. Furthermore, if
interested parties can influence the choice context, even fully
rational DMs are potentially exposed to manipulation (as long
as the practice of manipulation is not so widespread as to render
contexts totally uninformative). Vulnerability to error and de-
ception is the price of ignorance. Fortunately, in the real world,
it is usually possible, though sometimes costly, to obtain addi-
tional information. In that case, whether it is optimal to become
an expert consumer or settle for smart comparison shopping
depends on whether the price of information exceeds the price
of ignorance. Ideally, we draw reasonable inferences in context
when added information is not worth the cost, and we actively
seek out fuller information when we cannot afford to go wrong.

However, participants in psychology experiments seldom
have the latter option. The best they can do is to draw reason-
able inferences from the options they have, and reasonably
update their preferences in light of those inferences. The evi-
dence reported here suggests that this is what people do in
joint-separate experiments involving unfamiliar attributes. If
so, judgments formed in different contexts can neither be con-
ceptually combined nor normatively compared. That is, evalu-
ation reversal does not imply preference reversal, and prefer-
ence reversal does not imply irrationality.

8 In general, attempts to approximate separate evaluation in within-
subjects design have yielded mixed results (compare Experiments 1 and 3
in Willemsen & Keren, 2004). The feasibility of a within-subjects imple-
mentation may also be affected by whether the pragmatics of the experi-
ment suggests that hypothetical scenarios in different conditions are to be
construed as independent or as unfolding in a single connected world.

9 In this study, recipients evaluated both options simultaneously based
on background information derived from {A}, {B}, or {A, B} modelers.
As in Experiment 2, we found that B was valued above A in all conditions.
However, the source of the background information had no effect on
valuations of A and B across the {A} and {B} conditions, in which the
conflict between the foreground and background samples was greatest. For
reasons that are unclear to us, WTP for B was lower relative to these
conditions when background information was based on {A, B}, but the
valuation of A did not change in this case.
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